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What distinguishes a mathematical model from, say, a poem, a song, a portrait or
any other kind of "model", is that the mathematical model is an image or picture of
reality painted with logical symbols instead of with words, sounds or watercolors.
John L. Casti

The purpose of models is not to fit the data but to sharpen the questions.
Samuel Karlin
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Abstract

Wave Input reduction methods combining numerical modelling &
Artificial Intelligence for the prediction of the annual coastal bed
morphological evolution

by Andreas Papadimitriou

National Technical University of Athens
School of Civil Engineering
Department of Water Resources and Environmental Engineering
Laboratory of Harbour Works

The numerical prediction of coastal bed evolution has been at the forefront of coastal
engineering research for several decades. Even though numerical models are capable
of resolving in great detail the coastal processes driving the morphological bed evolution,
they are associated with staggering computational burden, rendering a long-term
prediction a tedious task. The burden further increases considering the vast amount of
input wave characteristics that are used to force the models. To counterbalance this,
various wave input reduction methods have been developed and employed in coastal
engineering practice.

Despite their widespread usage, a need to further accelerate the morphological
simulations, while simultaneously improving the reliability of the wave input reduction
methods was identified. This thesis undertakes a systematic effort to thoroughly evaluate
various types of wave input reduction methods and provide practical guidelines on the
optimal method selection and configuration.

Two new wave binning wave input reduction methods were conceptualized and
implemented in the coastal area of Rethymno, in Greece. These methods focus on the
elimination of sea-states considered unable to initiate sediment motion, effectively
reducing the length of the forcing timeseries. The newly developed methods produced
reliable results compared to the widely used energy flux input reduction method but also
achieved a significant model run time reduction of up to 62%, compared to a brute force
simulation containing the full forcing timeseries.

Additionally, the K-Means clustering algorithm was thoroughly evaluated as a viable
alternative to the classical binning input reduction methods and several enhancements
were proposed aiming to overturn the unsupervised nature of the clustering algorithm.
Implementation of the configurations in the coastal area of Rethymno showcased that
the default parametrization of the algorithm can produce satisfactory predictions of
annual coastal bed evolution. All the proposed enhancements, exhibited a performance
increase compared to the default parametrization, however they added a degree of
complexity in the algorithm implementation.
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A systematic evaluation of the Representative Morphological Wave Height selection
approaches was also carried out, with the development of three new alternative
configurations. Notable was the training and validation of an Artificial Neural Network
that is included in one of the methods and is tasked with the elimination of lowly energetic
sea-states that have little to no effect in the morphological bed evolution. The three
proposed enhancements provided a noteworthy performance increase compared to the
traditional method, with the best performing one being the method incorporating the
Artificial Neural Network.

Last but not least, selected input reduction methods were compared with available
field measurements at the coastal area of Eresos, Lesvos in Greece, in an attempt to
investigate the reliability of wave input reduction methods in real-life settings. The
numerical model forced with three selected input reduction methods reproduced the
morphological bed evolution in a very satisfying manner, with the best performing being
once again the one incorporating the Atrtificial Neural Network.

This thesis provides a thorough evaluation of wave input reduction methods, testing
several configurations and enhancements, validating their use against both benchmark
numerical predictions and field measurements. The incorporation of machine learning in
wave input reduction can further increase the reliability of model predictions, leading to
a significant reduction of the required computational effort.
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Extended Abstract (in Greek)

TYNUATOTOUOT] KUUATIKOV KAIHATOG ME YPTOT HAONUATIKGOV HOVIEA®V KAl

TEYVIK@OV UNYAVIKNS LAOnong yia v etowa apofreyn g e€€ang tov
TapaxkTiov Tuduéva

Avdpéag Iatadnuntpiov

YxoAn [Mohtikwv Mnyavikov
Topeag Yoatikwv ITopwv kat ITepifarrovtog
Epyaotpio Aipevikowv 'Epywv

1. Ewcaywyn

1.1. YnoBabpo, kKivnTpa Kot epeuvnTIKOl GO0l

O1 mapdaxTieg (MVESG CUYKEVTIP®VOLV 10TOPIKA LEYAAO LEPOG TOL TTAYKOO U0V TTANBuo o,
KaBa¢ TPOoPEPOLY evKAPIEG YA AVATTTLEN TOAA®MY OTKOVOUTK®OV Spactnplotiov Kal
ouvvdvaAdoLY TNV TAVTOXPOVI] CULVUITAPEN TTOAVTTAOK®WV OIKOCLOTNUAT®Y. ZUVET®OG N
TPOPAEYN NG LOPPOAOYIKTIG EEENENG TOL TTAPAKTIOV MVOUEVA, IE ATTOTEPO OTOKO TNV
POOTACIA TWV AKT®V Ao T Safpwor, PPioKETal OTO EMKEVTPO NG EPEVVAS TNG
TTAPAKTIOG UNYAVIKNS 60 Kal apkeTeg SekaeTieg.

[Mapadooiaka, n mpofAeyn g LOPPOAOYIKNG €EEAIENG TOL TaPAKTIOV LOuEva og
etnowa Baon mpaypatomoleital pe pabnuatikd HOVIEAQ IOV EMKEVIPMOVOVIAL OTHV
TPOCOUOIWOT TOV TAPAKTIOV Slepyaciev. Meydlog aplOuog Habnuatikov HovVIEA®Y
7OV emTeAOVV auTd 10 0KOomO Ppiokovtal SraBeoa (Roelvink and Renniers, 2011),
kabéva pe SragpopeTikd mAgovekTnuata kat peovektnuata (Afentoulis et al., 2022), eva
1 €TAOYT TOL KATAAANAOL HOVTEAOVL €EQPTATAL QIO TNV XWPLKN KAl XPOVIKT KAlpaka
KaBag Kal TNV mePoXn €PAPUOYNG. ZTNV TEPIMTWOT 7OV 1) eEeTAlOUEVT] TAPAKTIA
TEPLOYN Yapaktnpietar amd moAvmAokn Pabupetpia, mov ouvvdvadetar kal pe
TAVTOYPOVI] TTAPOLOIA  AIUEVIKOV KOl TTAPAKTIOV £PY®V, TOTE HAONUATIKA HOVIEAQ
nieproyng (Roelvink and Renniers, 2011) epapuolovial oxeS0vV ATOKAEIOTIKA.

Eve aut) n kamyopia poviédwv pmopel pe peyain axkpifela va meptypdpet Tig
pop@oduvauikeg petaoreg AOyw Tng cLuVEVAGUEVNS SPACTS KUUATIOU®Y KAl PEVUATOV,
TauTOYpova ovvdgeTal pe 181aitepa eMAVENUEVO VITOAOYIOTIKO (POPTO, TTOV KAVEL TNV
etnola POPAEY”N NG TAPAKTIAG HOPPOAOYIAG OXeOOV QITAYOPEVTIKI] YA TIPAKTIKEG
epapuoyeg. ZvvumoAoyidovtag Tnv mAnBwpa Srabeounv wkeavoypa@ikwv dedopevov
Ta orola eival SraBéoua mAEoV 0e TAYKOOUIA KAIHAKA, KAl TA OTI0id E10AYOVTAl WG
0P1aKEG OLVONKES OTA HOVTEAA TTEPLOYTC TTEPATEPK TTPOCAVEAVOVTAC TOV VITOAOYIOTIKO
@OPTO, €ival eu@avig 1N avaykaotnta ya TNV emtdyuvon TV aplOuntkov
TIPOCOUOIWOOEWV HOPPOSUVALIKGV HeETABOA®VY O€ eTrola Baon.

Ye autr) Vv katevBuvon, Exovv avastuyBel pia oelpd pebodwv oxnuatomoinong tov
Kupatikov kAipatog (Benedet et al., 2016), e 0komo T peiwon TV S1a0E01UMV 0P1aKKOV
oLVONK®V KAl TNV AVTIKATAOTAOT TOUG UE &va TEMEPACUEVO aplOUd KUUATIKGV
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avTutpoownmwv (6-30 ocvvnBwg) mov Ba eival Kavol va TPOKAAECOLV AVTIOTOIKN
HOP@OAOYIKT) €EEAIEN TUBUEVA e TNV TIATPN XPOVOCEIPA KUUATIK®V XOPAKTNPIOTIKGWV.
O1 n1ebodotl oyNUATOTOINONG KUUATIKOD KAIHATOC UITopovV va opadomomnBolv og tpelg
evpvutepeg katnyopieg (a) Ioodvvauor kvuatiouoi (Borah and Balloffet, 1985; Brown and
Davies, 2009; Chondros et al., 2022; Chonwattana et al., 2005; Karambas et al., 2013;
Papadimitriou et al., 2022a; Pletcha et al., 2007) (B) MeBobot oxnuaromoinong oe
kAaoeig (Benedet et al., 2016; de Queiroz et al., 2019; Papadimitriou et al., 2020; Van
Duin et al., 2004; Walstra et al., 2013), (y) AAyopiBuor opadomoinong (de Queiroz et al.,
2019; Papadimitriou and Tsoukala, 2022).

[Mapa v evpela Tovg S1Adoon KAl EPAPLOYT, TA QTOTEAEOUATA TWV UEBOSwV
OXNUATOTOINONG €EAPTOVTAL IO U1A OEIPA TAPAUETPWV (.Y, ap1OUOg AVTUTPOOGOTMYV,
01 pKeId KLHATIKOV KAIUATOG, AAANAOUYIA AVIUIPOO®OIWY), EVM T LEIWOT TOV YXPOVOU
npooopoiwong Sev  elval TOOO eu@avng otav Aaufavetar vmoyn 1 JTANPNG
aMnAemidpaot peta&h Tov KuuaTikov, VEpoSuvauKoD Kal HOP@POAOYIKOU povteélov. O
otoxog 1Tng mapovoag OSwatpifrg eivar N ovomuatikn afloAdoynon pefodwv
OYNUATOOINONG KAl T®V TPV KATNYOPI®V OV avaALOnkav kat 1 avamtuln vemv pe
QTWOTEPO OKOIO TNV TEPALTEPK ETMTAYVVOT) TOV LOPPOAOYIKGOV TIPOCOUOIMOEMY QAN KAl
Vv avénon g akpifelag Tmv amoTeAeoUATWY.

O1 epevvnTiKol 0TOYO1 NG Tapovoag dratpifPng eivat ot €€ng:

e H &igpevvnon kar avamtuln véwv pefodwv oynuatosmoinong KuuaTikov
KAlpatog, mov Ba JEPIEYOLY TNV €10aywyn KATAAMNAov @iATpov ya v
amdAenpn  BoAAooWWV  KATAOTAOE®WV 7TIOU  Ogv  Kplvovtal 1Kaveg va
TIPAYLATOTIO|O0VV EvAPE KIVNoNg WNUATOG, LEIMVOVTAG £TOL OT|LLAVTIKA TOV
QTALTOVUEVO VITOAOYIOTIKO (POPTO.

e H a&oloynon g e@appoopomTag aiyopibuwv opadomoinong oav
pefodovg oynUATOTOINONG KUUATIKOU KAipaTOog Kat 1 Siepevvnon mbavev
BeAtiwoewv Tovg, o pa mpoomabela va ewoayxbolv oy aiyopOpukr)
Sadikaocia  oooOTNTEG 7OV eival amapaitnTeg yia TNV pakpoyxpovia
Hop@oAoyikt) eEEMEN Tov TuBugva.

e Tnv ewaywyn pefoSwv pnyavikng padnong peow &vog KATAAANAQ
ekmadevpévov Teyvntoy Nevpwvikold Awktiov, 1o omoio Ba evioyvel
MEPALTEPM TNV EAAPPUVOT] TOV VITOAOYIOTIKOU POPTOL 0€ GUVOLACUO UE TNV
evioyvon g akpifelag Tmwv amoTeAeoUATOY.

e Tnv epappoyn twv puebodwv oynuatomoinong mov Oa avasttvybBovv oe o
TAPAKTIEG TTEPLOXEC, EK TV OTOIWV 0T Hia Oa payuatomon el ko oUykplon
pe petpnoelg mediov, yia va aforoynbet n amodoon Twv peBOSwv
oXNUaTOoINoNG Kal va mpotafbolv €10l katdAinAeg katevBuvnpieg ya
TPAKTIKECG EPAPLOYEC.

1.2. ITpwtoTLTTA ONuEia

H mapovoa Satpifny emkevipovetrar oty avamtuén kat aflodoynon pefodwv
OXNMUATOIOINONG KUUATIKOD KAIHATOG Yid TNV EMTAYVVON TV QIATNTIKOV -0¢ P0G
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TOVUG VITOAOYIOTIKOVG TTOPOVG- TIPOCOUOIMOEMV HOPPOAOYIKNG eEeMEng mubueva. Ta
KUPLOTEPA TIPWTOTLITA OTElA eival Ta akoAovOa:

e Ewoayetal pa  kawvotopa  mPOCEYYon  OTG  KAaowkeg  peBodoug
OXNMUATOTOINONG 08 KAAOELG, TTOV EMKEVIPWOVETAL 0TI atalolr] BaAdooiwv
KATAOTACEWV 10V O Bewpovvial 1kaveg va BEcovv o€ Kivion Ta TapaKTio
nuata. To amoTéAeoa AUTIG TNG TTPOCEYYIOTG ELVAL T OT|LLAVTIKT) LEIWOT) TNG
VITOAOYIOTIKOV (OPTOV AOY® TNG MEIWONG TOL XPOVOL JTIPOCOUOIWOTG TOV
padnuatikoy HovTeAov.

e Ot aiyopiBuot opadomoinong afloloyolvtal yia TpeTn (OpA 0 U
EKTETAUEVT] TAPAKTIAL TEPOYN) ME  ONUAVTIKY  HeTafAnNTOTTA, G
wKavomomTikeg  peBodolr  oynuatosmoinong  kvpatikoy  kAlpatog.  'E&
EVOAAKTIKEG S1AUOPPDOEIS TOV EVPEWS XPTOIUOTIOIOVUEVOL aAYOp1OUov
opadomoinong K-Means alohoynOnkav pe otoxo v PeAtimon mg amoSoor|g
TOU.

e Afwoloynon g pnebodov oynUATOMOINONG TOV 100SVVAU®Y KUUATIOU®YV, e
TNV TAVTOYPOVI] CUUTEPIANYPI TEXVITOV VEVPWVIKOL SIKTUOL UE OKOIO TNV
BeAtiwon Twv amoteAeouatwy g pebodov.

e JLYKPITIKI] a&loAdynon twv pefodwv oYnUATOToINoNg KUHATIKOD KAIHATOG
Kal emaAnBevon Twv amotedeopdtwv pe Swabeoueg petpnoelg mediov
Babupuetpiag oty mepoyn g Epecov ot Aéafo.

2. MaOnpatkrn tpocopoinot pop@oroyikng eEeAEng mbuéva kal Bacwkeég
APYEG CYNUATOTOU 0T KUUATIKOV KATLATOG

2.1. MaBnuatikr tpocopoiwong Hop@oloyikng eEeAMéng mbueva

Ol TapAKTIEG TEPIOYES QATMOTEAOVV SUVAUIKA CUOTNUATA OV PIAOEEVOUV S10(pOPES
pop@eg (wng ko avBpawmveg Spaoctnprotteg. I[lepimov o pioodg mANBvouOg TOL TAAVN TN
el kal epyadeTal oe PepIKEG eKATOVTAdES XIAIOUETPA QO Hla akToypapun. Qotooo,
TTAPAKTIOE UOUEVAC KAl TO OXNUA TOV OKTOV HETARAAAOVTIAL OUVEX®SG AOY® TNG
oLVLTIAPENS TTOAAGV pnyaviouwv. O Bacikotepog Unxaviopog mov Betel oe Kivnon ta
TAPAKTIA  1JNUATA  TTPOKAADVTAG QUTEC TIG HOPPOAOYIKEG petafoAeg, elvar Ta
EmMEAVEIOKA KOpata BapLTnTag, eved TA KUHATOYEVI] pevpata avaiapfdavouvv
OULVETTAKOAOLON LETAPOPA TOV 1INUATWV.

IMa mv katavonon kat v mpofieyn g eEeMEng Tov mapaktTiov mubueva VIO
ouvivaouEvn SpAcoT) KUUATIOU®Y KAl PEVUATWYV, XPTOLOTTOI0VVTAL AplOUNTIKA LOVTEAQ,
mov Pacifovial otV TPOCOUOIWOT TV TAPAKTIOV SlEPyaciev. AVTA T HOVIEAA
UITOPOVV VA XWPIOTOVV O€ TPELS PACIKEG KATNYOPIES:

e povtéha mapaktiag Swatour)g (Roelvink and Brocker, 1993), mov eotialovv
Kuplwg otV €&eAfn SlaTou®V TOL TAPAKTIOV HETOIOV AOY® TNG £YKAPO1aG
OTEPEOLETAPOPAG, ayvoOvTag ouviBwg TNV KATA UNKOUG TNG AKTNG
S1apopostoinomn Twv S1atoumv.

e povteha e€ehiEng aktoypauung (Szmytkiewicz et al., 2000), mov eoTIdloLY TNV
e€eNEN NG aKTOYPAUUNG AOY® TNG KATA UNKOLG TNG AKTIG OTEPEOUETAPOPAC, LIE
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Vv mapadoxrn 0Tl 01 SIATOUES TV TAPAKTI®V UETOI®V S1ATNPOVV TO GO TOUG
otaBepo.

e povteha mapaktiag meploxng (de Vriend et al., 1993), ota omoia Sev vapyet
810Kp101) TNG KATA UNKOUG KAl EYKAPOI0G OTEPEOUETAPOPAS, KAl ATTOTEAOVVTAL
atd T oUleLEN KLUATIKGV, LIPOSUVAMIK®V KAl HOVTEAWV HOp@oAoyiag,
vmoAoyidovtag Tnv petafoAn g Pabupetpiag oe kABe keAl TOV VTOAOYIOTIKOU
nedlov.

H emAoyn| Tov KATAAANAOL HOVTEAOL eEAPTATAL ATTO TNV XWPIKT) KAl XPOVIKT KAIHaKA TOV
awvopevov mov efetadetal. a mapdadetypa, Ta HOVIEAQ TTAPAKTIAG OlATOUNG
XPNOOTO0VVTAL KUplwg Y TNV aiotiynon g emidpaong katayidwv otnv
LOPPOAOYIKT] €EENIEN ULEUOVOUEVWV TIPOPIA AKTOYPAUUNG, VM TA HOVTEAQ eEEMENC
AKTOYPOUUNG XPNOUOTOI0VVTAL Yid TNV TPOPAeYn TNg pakpoxpovia eEEMEN kupimg
evbeloyevev aKT®V, Xwpig TOAVTAOKA YEWUOPEPOAOYIKA XAPAKTNPIOTIKA. X€ TAPAKTIEG
TEPOXEG UEYEDOLG UEPIKDV YIAOUETPWV, LE TNV TAPOVCIA AIUEVIKOV KAl TAPAKTIOV
Epywv, 0e XPOvikO opifovia 1-5 £€tn, 1 7poPAeyn NG HOPPOAOYIKNG €EENIENG
TPAYUATOIOIEITAL OXESOV AITOKAEIOTIKA HECM TV HOVIEAWV TTAPAKTIAG TTEPLOYNG, AOY®
MG YEWUOPPOAOYIKIG TTOALTTAOKOTNTAG Kol Tng advvapiag S1akplong petald katd
UTKOUG KO EYKAPO1AE OTEPEOUETAPOPAS.

Ta povieAd apAKTIAG TEPLOYTG QITOTEAOUVTAL QIO €V KUUATIKO UOVTEAO, TIOU
avoAappavel m §1a8001M TV KUHATIOU®V, VA VEPOSUVAIKO HOVTEAO TTOV LTTOAOYICEL TAL
AVAIITVOOOUEVA KVUUATOYEV] T AAM@V TUTOV TAPAKTIA PEVUATA KAl €Va UOVTEAO
OTEPEOUETAPOPAS HOopPoAoyiag, mov Sivel oav TeMKO amotélecua Vv eEEMEN NG
Babupetpiag v7td T cvvdvaoUEVT SPACT] KUHATIOUGOV KAl PEVUAT®V. Xe AQUTO TO OTUELD
elval onuavTIKO va TapovctaoTovy o1 U0 TPOCEYYIOELS TTOL HITOPOVV va akoAovOnBovv
KO ApOopPOovV TOV TPOTIO LE TOV 0TT010 AAUBAVETAL LITOWYN 1] AAANAETIS PAOT) TWV ETMUEPOVG
TUNUAT®V TTOV SIALOPP®VOLY TA LOVTEAQ TTAPAKTIAS TIEPLOXTG:

e H «Mop@oduvauikn» mpoceyylon, KAtd TV omoia Adufavetal viowrn n IAnpng
aMnAemidpaon petafd KLUATOYV, PEVUATOY KAl HOP@oAOYyiag oe Kabe Xpoviko
Brua Tov pabnuatikov povieAov, kal otnv omoia 0Aeg o1 aAAdo01eg KATAOTAOELG
IOV €XOVV EMALEYEL Y1A TNV TIPOCOLOIWOT) EICEPYXOVTAL GAV 1A EVIAIA X POVOOEIPA.

e H «Mopgootatikn» mpoogyyiorn, katd tnv omoia kabe Baidoowa katdotaon
TIPOCOUOIWVETAL AVEEAPTNTA ATTO TIG LITOAOUTES, EEKIVMOVTAC AtO TNV 1610 apyikn
BaBupetpia. Ymd autd to mpiopa, Oe Aaufavetar vmoywn n - mANPNG
aMnAemidpaon  peTafd  KupATIK®OV, LOpoduvauik®v  Siepyaciov  kal
LOPPOAOYIKTG eEENIENG.

Kau o1 8o mpooeyyioelg Twv HOPPOAOYIKOV TPOCOUOIOOEMY ouviEovTal e 18iaitepa
AVENUEVO VTTOAOYIOTIKO POPTO, €XOVTAG OOMNYNOEL OTNV aAvarTuen S1apopwv pefodwv
EMTAYVVONG TOV HOPPOAOYIK®DV TIPOCOUOIMOEMY, OV UTOPOLV va StakplBolv otig
akoAovbeg katnyopieg ovupwva pe touvg de Vriend et al., 1993:

e Meiwon poviédov, otnv omola ol Siepyaoieg HkpoTepng KAipakag Oev
TEPLYPAPOVTAL HE PEYAAN AETTTOUEPELQ, PE EKUETAAAELON TNG Sla@opdag otV
KAlpaka mov ovvrehovvtal ot petaforég oto vdpoSuvapko medio kar otn
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popporoyia. H kvpotepn pebodog peiwong HOVTEAOL eival 0 OUVTEAEOTNG
pop@oAoyikrg emtayvvong (Lesser, 2009).

e MovteAomoinon MPOCAVATOAMOUEVT] OTN) CUUTEPIPOPA, OTNV ormoia  Oev
AauBaveton vTOY”N N AT PN TTOAVTAOKOTNTA PACTK®V TAPAKTIOV S1EPYATIWV, LIE
TN XPNOTN TEXVIKOV ONMG Ol AIAOTOMNTIKEG OPlAKES OLVOTKEG UETAKIVONG
aktoypapung .

e IYNUATOMOINON KUUATIKOU KAlpatog, 1 omola Paocifetar otnv Aoywn Tng
KATAMNANG  €TAOYNG €vOog  TEPLOPIOUEVOL  APIOUOD  AVTUIPOCWITEVTIKGOV
KULATIKGV OUVONKQOV, IOV WITOPOUV VA AVATTAPAYOUV LIE TKAVOITOU) TIKT akpifela
TIC LOPPOAOYIKEG LETABOAEG TNG TTA|POVG XPOVOOEIPAS KUUATIKOU KAIUATOG O€
0pifoVTA UEPIKDV ETQOV.

Adym g mANBnpag Twv 100UV KUHATIKGOV XAPAKTNPIOTIK®V OTA AVOIYXTA IOV
TPOEPYOVTAL ATTO WKEAVOYPAPIKES PATelg SeSoUeEVmV, TTOL TPOCGAVEAVOLY OT|LAVTIKA TA
S1aBéoua SeSopeva €10080vL OV ATAITOVVTAL V1A TNV ETNOA TTPOPAEWT TNG TAPAKTIAG
pop@oAoyikng eEeNENG, 1 mapovoa Statpifr] eoniadel otnv a&loAdynon KAl TEPAITEP®
AVATTTLEN TWV HEBOSWV OXNUATOTOINOTG KUUATIKOU KAILATOG,.

2.2. Baowég apyeg nefodwv oynuatomoinong Kupatikov KAipatog

Me v mapadoyrn OTL OV TAPAKTIA TEPIOYN OV eEeTAdeTan eivanl pepikeg Sekadeg
TETPAYWVIKA YWAIOUETPA KAl TO €UPog TaAippolag Oev  eu@avidel OTUAVTIKEG
Slakvpdvoelg, o kVUplog mapdyoviag mov kabopidel v pop@oAoyikn eEEMEN Tov
mbuéva eivar n Spaon Twv KvpaTtiop®mv. Ia v oYNUATOTOINOT TOU KUUATIKOU
KAMpatog ouvviiBwg ta  Sedopéva  e10080v  eival A YPOVOOEIPA  KULUATIK®V
XOPAKTNPLOTIKAV, QITOTEAOVUEVT] KAT EAAYIOTOV QIO TO XAPAKTNPLOTIKO VYOG KUUATOG,
mVv 7epiodo KopuErg TOU PACUATOC TOV KUUATIOU®MV KAl TN Yovid TPOCTT®OoNG TWV
KUUATIOU®V WG TTPOG TNV KADETN OTNV AKTOYpAUUT).

e MEePUNTMON QIoLoiag UETPNoemwv mapaktiag Pabupetpiag oty meployn mov
e€etadetal, N amotiunon g amddoong Twv puebodwv OoXNUATOMOINONG KUUATIKOU
KAlHQTOg ouviotatal oTn OUYKPION T®WV QIOTEAECUATOV TOU HOVTEAOL TAPAKTIOG
TEPLOYTG TTOV EXEL WG Oedopéva €10080V TIG ATOUEIWUEVESG KUUATIKEG ouVOTKeg e ua
«JIPOCOLOIWOT ava@opag» 1 omoia Sievepyeitar Aapfavovtag vroyn Tnv AN
XPOVOOELPA TV KUUATIKOV CUVONK®V.

To kOplo OTATIOTIKO PEYEDOC Y TNV QIOTIUNOT TNG KAVOTNTAS TOV HOPPOAOYIKOV
LOVTEAOL VA TTPOPAEWPEL IKAVOITONTIKA TIG LOPPOAOYIKES petaPfoAeg eivan To Brier Skill
Score (BSS), mov vitoAoyidetan amd v akoAovdn e€iowon:

MSE(Y,X) (Y —X)?)

e il A B St A (1)
MSE (B, X) (B — X)2)

BSS =1

o070V Y givan 1) teAikn fabupetpia 0mtmg IPoKHTTEL ATO TNV TTPOCOUOIWOT] TV KUUATIKGDV
AVTUTPOoOT®WYV, X 1 TeAkn Pabvuetpia mov €xel MPoKLYEL A0 TNV JTPOCOUOINOT)
avagpopag kat B n apyikr) pabupetpia.

>t ovvexela Ba avaivBovv pe peyaAltepn Aemtopepela Ta facikd OTOXEId TV
TPIOV PACIKGOV KATNYOPLDV OXTLATOTOINONG KUHATIKOD KAILATOG.
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2.2.1. M€60o601 oynuatomoinong 100SVvaumV KUHATIOU®V
H ovykekpluévn katnyopia amoteAel TNV AAQIOTEPT KATNYOPid OXNUATOTOINCNG
KUHATIKOU KAIHATOG, IOV OU®G EPAPUOCETAL €wG KAl OTUEPA O€ &va Peyaio TAn0og
epapuoymv (Borah and Balloffet, 1985; Brown and Davies, 2009; Chondros et al., 2022;
Chonwattana et al., 2005; Karambas et al., 2013; Papadimitriou et al., 2022a; Pletcha et
al., 2007). H kevipikn 18¢a twv meplocotepwv HeBOdwv avutng g katnyopiag eival o
Slaywplopog Twv S1abe0IU®Y KUHATIKGOV XOPAKTNPIOTIKOV 0 KAAoEG otabepol
TAATOVG Ava@oPIKA pe T S1ievbuvon mPOoTTHONG TWV KUUATIOU®Y. XTI CUVEXEIN OF
kaBe kAAom, vVITOAOYIfeETAl £VAG KUUATIKOG AVTUTPOOMITOS OV €XEl TO 1810 SuvnTiko
EVEPYELAKO TEPIEXOLEVO» 1€ TA KUUATIKA XAPAKTIPIOTIKA TNG KAAOT|G IOV AVIKEL

H pebodog twv Chonwattana et al., 2005, faciletal otnv tapadoyn g Siatrpnong
NG KATA WUNKOG TNG AKTNG PONG EVEPYEIAS TV KUUATIOUGV, T) OTT0lA CUUUETEXEL
kaBoplotikd otn pop@oAoyikn e€EAEN tov mubuéva oe €va pecompobeco XPOoviKo
opidovta (unveg-xpovia). Me Baon tng Satnpnong g pong EVEPYELAS KATA UNKOUG LIAG
aktivag S1adoong KupaTiop®my TPOKLITITEL TO akoAovBo cvotnua e§l0moewV yla OV
VITOAOYIOUO 0TABEPO TMTOCOTNTWV YA OAQ TA KUHATIKA XAPAKTNPIOTIKA IOV AVIJKOUV
oV kaBe kAaomn SievBuvong TpooTTHOoNC:

HET,sina, = C;
HET,cosa, = C, (2)
H?5cos(al?%)sin(2a,) = C;
21n ovveyel, oe kKabe kKAQoT vtoAoyiletal pia «1008Uvaun Tun» yia kabe évav amo Toug
ovvteleoteg Cq, C, Kal C3, 0av OTADUIOUEVOC HECO OPOC OTIOV ) CUXVOTNTA EUPAVIONS
(f;) xaBe Baraooiag katdotaong tibetal oa cvvteAeotr|g BAPOVE GTOV VITOAOYIGLO.

( _ 2 fiCyi
e =737,
iCoi
{Cpe = zg ff' (3)
X fiCs,
\CS,e - Zf‘l

Telog, oe kABe KAGOT VITOAOYICETAL EVAG AVTITPOCW®ITOC, TA KUHATIKA XAPAKTIPLOTIKA
TOV 071010V VLITOAOYI{OVTAL A0 TNV akoAovOn e€lowon:

Cy
a,, =tan 1 =4
' Creq
2/5
Cse
eq
%€ |(cosay)®?5 sin (2a, ¢q)
Cre
eq
Tye =

2
\ Hs,eqcosao,eq

Omov a,e, Hge xau T,, eivar o1 10odVvapeg Tipeg g Sievbuvvong Giadoong,

XAPAKTNPLOTIKOV MPOVE KULATOG KAl TEPLOSOU KOPLPTG TV KUUATIOU®MY AVTIOTOLXA.
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Tymua 1. Alaymplouog o KAAOELS KAl KUUATIKOL avTUTpOowmItol ue T pebodo
oynuatosmoinong wodvvauwv kvpatiouwv Chonwattana et al., 2005

H pebodog twv Chonwattana et al., 2005, ammodidel kaAd ATTOTEAECLATA AKOUT) KAL L
&va [Kkpo oyeTikd (<6) aplfud avTpoo®I®V, ®OTOC0 AVA TEPUTTMOELS TO YEYOVOGS OTL
o1 KAQoelg €xovv otabepd MAATOG w¢ mpog TN dievBuvon §iddoong Twv KLHATIoU®YV,
umopet SuvnTikad va o8nynoel oe Un 1KAVOIOINTIKY TEPTYPAPT] TWV KUUATIOU®V UE
HEYAAVTEPO EVEPYELAKO TIEPIEYXOUEVO TOV 10WG eMEPOVV ONUAVTIKA OTNV €EEAIEN NG
TTAPAKTIOC LOPPOAOYIAG. ETO Zynua 1 Tapovotadetal o Si1awplopog oe 12 KAAOELS KAl Ol
KULATIKOL QVTITPOOMITOL UE TNV epapuoyn e uebodov twv Chonwattana et al., 2005 oe
€va oUVOAO 5eSOUEVIV WPLAI®WV KULATIK®V XAPAKTNPLOTIK®V S10pKeLag eVOg £TOUG.

2.2.1. M€BoSo1 oYNUATOTOINOTN G KUUATIOU®V 08 KAAGELG
O1 pébodol oynuartomoinong oe KAAOEIS amOTeEAOVV Hia peTeEEMEN Twv pebodwv
1008VVAUMOV KUUATIOUGYV, TTOV QITOTEAOVV T TT10 S108e50UEVT) LOPPT) OYXNUATOIIOINOTG
KUUATIKOU KALLLATOG KOl £X0VV £PAPLOOTEL € LA TAN O pa ETMOTNUOVIKQOV EPELVQV (TT.X.
Benedet et al., 2016; de Queiroz et al., 2019; Papadimitriou et al., 2020; Van Duin et al.,
2004; Walstra et al., 2013). O1 avtitpoowstotl kabopidovran Staywpilovtag T0 KUUATIKO
KAlpa oe kAAoelg LetaPAnToL mAATovg, eved Kabe kKAAoT TeEPIEyEL To 1810 TOCO0TO H1ag
tooo0TNTag 7oL Bewpeital kaboploTikn yia v eEeAMEN TN¢ MTAPAKTIAC HopPoAoyiag o
UECOTTPOOETO XPpOoVIKO opilovtd (I.Y. KATA UNKOC TNG AKTIC OTEPEOUETAPOPA, POT)
EVEPYELONG TOV KLUATION®V). Me Baon v emAoyn auvtig g toootntag, otn diedvn
BipAoypagia evromidoviar ot akoiovBeg peBodol oynUATONTOINONG KUUATIOU®V OE
KAQoe1g:

e  M¢éBodog kKhaoewv otabepol) TAATOLG

e  M¢¢Bodog porg evépyelag

e  Me0080g KaTd UNKOG NG AKTNG OTEPEOUETAPOPAG
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e Me0BoSog porg evepyelag pe akpaieg KUUATIKEG ouvOnKeg

e Me0BoSog Opti
210 ZyNua 2, aTelkoviZeTal 0 S1axwPloUOg EVOG CLVOAOL SESOUEVOV MPLAI®V KUUATIKWV
XOAPAKTNPIOTIK®OV S1ApKEIAG EVOG ETOVG, 0 12 KAAOEIS e TN uEbodo g porg evepyelag.

5.0

4.5 - -

4.0

0-0 T T T T T T T T T T T
90 -75 -60 -45 -30 -15 0 15 30 45 60 75 90

a ()
Tymua 2. Alaywplopog o€ KAAGEIS KAl KUUATIKOL avTiipoomItol pe ) uébodo oynuatomoinong
0€ KAAOELG TNG POT|g eVEPYELAg
Y1ig epevveg Twv Benedet et al., 2016 kat de Quieiroz et al., 2019, mpaypatomomOnke pa
eKTEVIG OULYKPITIkT]  afloAoynon kat avaivon evawofnolag tov  pebodwv
OXNUATOOINONG KUUATIOU®V 08 KAAOELS, He TN uEBoSo porig evepyelag Kal KaTa Unkog
TNG AKTIG OTEPEOUETAPOPAS VA S1IVOLV TA TO IKAVOTIOU TIKA ATTOTEAEGLATAL.

2.2.1. MéBodot oxnuatomoinong aAyopifuwv opadosoinong
Ot alyopiBuotr opadomoinong eival pa  katnyopia upnyavikng padnong mov
XPNOUOITOIOVVTAL YiA TNV OUAS0TToINoT) TAPOUOIMV AVTIKEIUEVKOV 1) SeGoUEVOV Xwpig
emifAeyn. O 0TOXOG €lval VA EVTOMIOTOVV €YYeVT] LOTIPA 1) CUYKEKPIUEVES OOUEg OTA
6edopéva ywplg va vmapyel mPoOTEPN YVOON Ylid TO 7IOE auTA ouvdgovtal kal
aMnAemSpovv peta&h tovg. Ot aiyopibuot opadomoinong propovv va StakpiBovv oe
Tpelg faoikeg kaTnyopleg:

e AAyop1Buot pe facomn v emAoyT) KEVIPOESmV

e AlyopiBuot iepapynong

e AAyopiBuol opadomoinong pe faon Ty mukvoTnTa Twv Sedopévav
H npomn xamyopia, eival autr) mov mapovoladel Tig Teploootepeg SuvatoTnTeg yia
EPAPUOYT] O€ MEPUITMOELS OXNUATOMOINONG KAl faciletal ot ekympnon Twv Sedopevmv
o€ ovoTAdeg e Baon TV eyyLTNTA TOVG OTA emAeyuEva kevipoeidt). O kaboplopog twv
OLOTASWV KA TOV KEVTPOEISMV YIVETAL LE LA ETAVAANTITIKT Stad1kaoia ;tov petafaiiet
TN B€0n TV KEVIPOEIS®V KAl TOV AVTIOTOLXWV CLOTASWV e BAOT TIG AWTOOTACELG HETAED
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TV 6edopevov kat Twv kevipoeldnv. O mo dtadedouévog alyopiBpog avtol tov TUTov
eivar o K-Means (MacQueen, 1967).

Y10 Iynua 3, amewkovidetal 1 opadomoinon evog ouvolou SedouEvev wplaimv
KUUATIKOV YOPAKTNPIOTIKOV S1ApKeENg €vOg €Tovg, 0e 12 KAACEIS UE XPTON TOv
aAyopiBuov K-Means.

5.0
4.5 -
4.0
3.5
3.0 - .

—_

£
~ 2.5 1

T
2.0 -+

1.5+
1.0

0.5 4 i v e

0.0 i T T T IV - T T T T T T T
90 -75 -60 -45 -30 -15 0 15 30 45 60 75 90

Tynua 3. AlaXwplopog 0 KAAOEIS KOl KUUATIKOL AVTUIPOO®ITOL LUE TOV aAyOop1Ouo
ouadormoinong K-Means

Eve o1 aAyopiBuol opadomoinong &xovv e@appootel o eva mAn0og epaproywv oe
TTOMEG emoTnueg LeTall TV omoiwv kal 1| wkeavoypagpia (Martzikos et al., 2018), n
£QAPLOYT TOUg oav HeBOS0VE OXNUATOMOINOTE KUUATIKOD KAIUATOG EvAl TIEPLIOPIOUEVT)
(de Queiroz et al., 2019; Papadimitriou and Tsoukala, 2022).

Avayvwpidovtag Ta eyyevi] XOpaKTNPOTIKA TewV TPV PACIKOV KATNYOPLOV
OYNUATONOINONG  KLUATIKOU  KAUATOG 70U Jtapovoiaotnkav, kabwng ko Tta
TIAEOVEKTILATA/ LEIOVEKTIUATA TNG EPAPUOYNE TOVE, OTO TAAio0 TNng SidakTopikng
Satping mpaypatomomOnkav Prpata yia va mpotabovv PBedtiovoelg kol va
avamtuxbolv veéeg pebBobol oxnuUATOTOINONG KAl yia TIC TPELS mpoavagpepbeioeg
Katnyopieg.

3. Mia kavotopa TPooLyylor) otig uefodovg oynUATONTOiNoNG 0 KAAGELG
Ev® o1 uebodot oynuatomoinong oe KAAGELS X0V EQPAPUOOTEL O€ Hia peyain Anbopa
EPAPLOYDV LE TKAVOTTOTIKA astoteAéopata (Walstra et al., 2013; Benedet et al., 2016),
OTAV 01 TTPOCOUOIMOELS TOV LOVTEAOL TTAPAKTIAG TEPLOXTNG TPAYLATOTOOVVTAL IE TNV
«Mop@POOSUVAUIKT] TTPOCEYYIOT)», 1] OTKOVOUIA XPOVOU HE TNV ePAPUOYT TwV HeBOSwv
oxnuatomoinong Sev etval T000 ONUAVTIKT] O€ CUYKPLOT] LE TNV TIPOCOUOIWOT] AVAPOPAg
7OV TEPIAAUPAVEL TNV TIATPT XPOVOOELPA KUUATIK®V XAPAKTNPIOTIKM®V OTA AVOLYTA.
Avto ovpfaivel ylati 0 GUVOAKOC XPOVOC TTPOCOUOIWONG TIPETEL va elvat 0 1810¢ petadhd
TwV §V0 TPOCOUOIOTENV.
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e avtn ) SatpiPr] avamtuxbnkav dvo veeg uebBodol oxnuatomoinong oe KAAOEIG,
7oV kal o1 Svo Pacidovial otV apyn NG ATaAoPng BaAACOIWV KATAGTACGE®V TTOU
Bewpeitan 0T SV TPOKAAOVV ONUAVTIKT) KIVNOT) 1 HATOG OTA PTXA KA1 APA CUUUETEXOVV
eAAY10TA 0T HOP@POAOYIKT) eEEMEN Tov muOuEva. Me auTd TOV TPOIO EMTUYYAVETAL 1)
ONUAVTIKT] €EOIKOVOUNOT TOU XPOVOL TwV JPOOOUOIWOEwY. AvamtuyOnkav &vo
peBodoroyieg, n nebodog Pick-up rate kol n uebodog Threshold Current Speed ot
Baoikeg apyeg TV 0MolwV TAPOLOIALOVTAL 0TI GUVEYELA.

3.1. Baoweg apyég uebodov Pick-up rate kan Threshold Current Speed

H Baown) apyn g nefodov Pick-up rate etvar n amaroipn 1ov BoAdooimv kataotaoemv
mov Dewpeitar 0T Sev eival IKAVES va TpokaAecoLY evapén kivnong 1dnuatog oto «Babog
kAewoipatog» (Houston, 1995). To Kp1tiplo amaAoiprg eival 1 TPOXIAKT TAXUTNTA TOV
KUUATIOU®V KOVTA 0ToV TTUBUEva va etvatl LikpOTEPN NG KPIoTUNG TIUNG TTov SiveTtatl amo
Vv akoiovOn e€iowon (van Rijn et al., 2007):

_ (0.24[g(s — 1)]*%®d35PTY3* yix 0.05 < dso < 0.5mm
- {0.95[9(5 — D]*7dgRPT) ™ yia 0.5 < dsp < 2.0 mm 5)
AvTiotoia, 1 pebodog kpiloung TayvTag pevaTog Stapoportoteital oto peyedog ov

cr,w

kaBopilel TV amaro1@r) Twv HAAACOIWV KATAOTACE®Y IOV €ival 1] KPiolun Ta TN TA TOU
pevpatog (Soulsby, 1997):

o1 4h
0.19dcj logqg (d_) yia 100 < dsq < 500 um
Uer = s (6)

4h
8.50d ¢ logyq (d_) yta 500 < dsy < 2mm
90

AxolovBwg, mapovoladovtal CLVOTTIKA T Pacikd Prjpata epapuoyng g puebodov
Pick-up rate.
1. Emoyn tov emBuuntov apiBuov aviutpoonnwyv N, Sedopevng piag xpovooeipag
KUHATIKOV XAPAKTNPIOTIKOV OTA AVOLYTA
2. IIpooopoiwor pe Eva HoVTEAO TapaBoAIKNC TTPOCEYYIONG NITIag KAIoTC yia OAa Ta
SeSopeva g xpovooelpag kat eEAymyn TOV KUHATIKOV XApaKTNpoTkeV (Hyiy,)
oe eva Babog petadd 8-10 m.
3. YmoAoyiouog tov «Babovg khewoipatog» pe faon v e€iowon Houston, 1995

hin = 8-9Hs,in (7)

4. YTOAOYIOUOGC TNG TPOXIAKNG TAXVTNTAS TWV KUUATIOUGOV KOVTA 0TOV TTuOuéva 0to
«Babog kAerwoipatog»

5. ATAAOWPT] TOV KUHATIKOV XOPAKTNPOTIKOV YA TA ONOId 1) TPOYLAKI) TOUG
tayvtnta dev Eemepva v kpiowun tiur) g EE. (5). Aopeiwon tov peyeboug g
XPOVOOELPAG OTA AVOLYTA

6. ZYNUatomoinon o€ KAAOEIG OTNnV QIOUEIWUEVT] Xpovooelpa upe Pdaon v
moootnta Pick-up (van Rijn et al., 2019)

-6 15
P = 0.00033p,{(s-Dgdsol /* D% fp[( 0”)] (8)
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Me v epapuoyr g nebodov Pick-up rate emrtuyyavetan 1 peiwon tov peyeboug g
XPOVOOELPAG IOV SIAUOPPOVEL TNV HOPPOAOYIKT) EEMEN TOV TLOUEVA, EVE TAUTOXPOVA
au&AvETAL 1] ETPPOT| TOV KUUATIOUGOV LE LEYAADTEPO EVEPYELAKO TIEPIEXOUEVO, AOY® TNG
QTAAOLPTIG TV OAAACOINV KATAOTAGE®Y TTOL OEV TTPOKAAOVY Evapen Kivnong 1druatog.

H pebodog Threshold Current Speed faciletan ota iSia Pripata pe ™ pebodo Pick-up
rate pe mig €€ng Sragpopomo)oelg, (a) oto Prina 3 vroAoyideTal 1 HEOT] TAXVTNTA KATA
UNKOC TNG QKT PEVUATOG EVTOG Tov onueiov Evapéng Bpavong, (B) n amaioipr Twv
KUUATIKQV XAPAKTNPIOTIK®V 0TO Brjua 5 yivetan ovpgpmva pe v EE. (6) kot (y) oto prjpa
6 1| oXNuaTOOINOoT yivetal pe Aot Trn por| eVEPYELNS TV KUUATIOU®YV.

'Onwg ylvetal eu@aveg Kal ammd TNV meplypaen towv Pnuatov tov pebodnv,
AVAITOOTIACTO TUNUA TOUG EvAl 1) EPAPUOYT) EVOG LOVTEAOVL TTAPABOAIKIG TTPOCEYYIONG
g elowong nmag kAiong (Chondros et al., 2021), To omoio avamTuyOnke TEPpAITEP® KA
enmektaOnke ota miaiola g datpiPng wote va Pedtiwbel to kprmplo Opavong Twv
KUUATIOU®V KAl va piropel va tpooopoiwdel n d1adoon odvOetwv povokatevbuvtikawv
KUUATIOU®V. ZTO ZYNUA 4 TTAPOVOIAdETAl 1) eAAN0gL0T] TWV ATOTEAECUAT®WY TOV
povtelov, tov Ba kaieitarl oto €€ng PMS-SP, yia v mepintwon A Tov TEPANATOC TV
Mase and Kirby, 1992, 10 omoio agopd tn 6pavon HovokaTevOVVTIKGV KUUATIOU®DV O
QKT 171G KAoNC.

. Measurements
0.07 S — — s ® . —— PMS-SP

A Probes
—— Bathymetry
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Tynua 4. 'Ypog kpuatog asod tnv mpocgopoiwaon tov PMS-SP kot oUykplon pe Tig
nelpapatikeg petpnoeig (Avw) kat fabvuetpia kat petpnukol otabuol (katw)

3.2. ITeproyn) pueAémg Kat epapuoyn v pefodwv
O1 pebBodoloyieg mov avamtuyBnkav ot ovvéxela e@PApPUOCTNKAV OTNV TAPAKTIA
nieployn tov PeBupvov otnv Kpnn. H neproyn evSiagpepovtog meprrapfaverl 1o Aipave
KAl TNV JTAPAKEIUEVT] QKT OTA QAVATOAIKA, 1| O7ola £Xel Unkog mepimov 4 km kat
OLYKEVTIPWVEL TOMEG avOpamiveg Spaotnplotteg. H aktoypauurn amoteleital Kuping
QIO 1QUATA AETTNG AUUOV EVR TTAPATNPEITAL CLOCMPEVOT] INUATWYV TNV €l0080 TOV
Aluaviov stov Suoyepaivel ) vavoumAoia.

IMa v tpooouoimwon g pop@oAoyikng eEEMENG Tov mubugva, xpnoluomodnke to
povteho meployng MIKE21 CM FM (DHI, 2014) 7ov TpAyUATOIOIEL TOVG VITOAOYIOLOVG
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o€ &va un-dounuévo MAEYUA TEMEPACUEVOV OTOKEI®V. O1 KLHATIOUO1 e10€pYOVTAlL OTO
VITOAOY10TIKO 7edio amd ta fopera, avaTtolkd Kot Sutikda opia.

Ta KUpATIKA XOPAKTNPIOTIKA OTA avolytd eAngdnoav amd tn Paon Sedopevov
Copernicus Marine Service, ouvoAikn Sidpkelag evog €tovg (2012). Ol TPOCOUOINOELG
S1e€NONoaV pe OUVTEAEDTN] LOPPOAOYIKNG ETITAKVVONE 50 Yl TNV UEIWOT) TOU XPOVOL
nipooopoiwong. Emmpoodeta, OewpnOnke otabepn péon Siapetpog1dnuatog 0,15 mm o€
0A0 10 ap1BunTiko medio.

H a&oAdynon g amodoong Ttou HOVIEAOVL E€MKEVIPpMONKE 0 Ul TEPIOYN TTOV
EKTEIVETAL €WG KAl 450 M BOPEId NG AVATOAIKNG AKTOYPAUUNG, He HEYIOTO PAbog
niepimov 9 m (Zynua 5). H teployn auvtn amoteleital amd appmSn opotopopen kAivn kat
TAPOVOIAZEL  ONUAVTIKO  evOla@epov  AOY®W  TOUPIOTIKGOV KAl  OTKOVOUTKGDV
Spaomnpottwv. H afloAdynon cuviotatal otov vmoAoyiopo tov BSS, yia tig puebodoug

oxnuatomoinong Pick-up rate kar xpioyng Tayvmrta peduatog Bewpwvtag pe v
«TIPOCOUOIMOT) AVAPOPAG» VA TIEPLEXEL TNV TIAT PT] XPOVOCEIPA Y1 OAO TO £TOG 2012

Tynua 5. YToAOY10TIKO TTAEYUA KA1 TTEPLOXT) AE10AOYNONG ATTOTEAEOUAT®WY TWV TTPOCOUOIDIEDY
(evtog Tov KOKKIVOUL 0pBoywviov)

Me Vv e@apuoyn tng uebodov Pick-up rate amaieipOnkav 4699 Oaldcoleg
KATAOTAOELS, PTAVOVTAG O€ pHeiwon 58% Tng apyikng Xpovooelpdag, eV AVTIOTOIKA LE
mv e@apuoyn g puebodov Threshold Current Speed amaeipOnkav cuvolika 5082
BaAA001Eg KATAOTACELS V1A L1a LEIWOT) 62% TNG XPOVOTEIPAC. ZUVOANKA eMAEXONKAV 12
AVTUITPOCMITOL KA1 Y1 TIG TPELG HeBOS0vg TTov e@apUOOTNKAY KAl oLuYyKpiOnkav, apBuog
mov Bewpeltal 1KAVOTOmTIKOG Yia TNV €TNOA TPOPAEYN NG HOPPOAOYIKNG eEEMENG
muBuéva (Benedet et al., 2016).

Y10 TyNua 6 Tapovotadovial 01 AVIIPOOKMITOL OV VIT0AOYIoTNKAV pe Tig neBodoug
Pick-up rate, Threshold Current Speed kai pomng evepyelag. Me yoAadio ypoua
£MonUaivovTal 0aAA0oo1EC KATACTAGELS TTOV EXOVV ATAAEIPOEL. AV 1) ATTAAO1PT), OTTWG
Slaxpivetal kat 0to Tynua 6 odnyel 0TOV VITOAOYIOUO AVTITIPOOGOII®Y UE VYNAOTEPO
evepyelako Suvauko ya tig peBodovg Pick-up rate kar Threshold Current Speed oe
oxéon pe m pebodo porg evepyelag.
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Threshold Current Speed kau (c¢) porg evépyelag
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3.3. AmoteAeopata pebodwv oynuAToToinong e KAACEIQ

Y& auto To onueio mapatiBevral ot mpoPAenopeveg petaforeg g Pabuvuetpiag oe
0p1dovTa eVOg £TOVG HETA TNV EPapuoyT) Tov poviehov MIKE21 CM FM, ywa tig pebodovg
Pick-up rate, Threshold Current Speed xkat porg evépyelag. Ta amoteAeopata Twv
TIPOCOLOIWOEWY CUYKPIVOVTAL e TA QTOTEAECUATA TNE TTPOCOUOIMONG AvVAPOPAS Yid
mv mepartépw aglohoynon tovg. H mpooopoinon avagopag mepiraufavel 8219 wpraia
peTaBarlopeveg oplakeg oLVOTKEG KUUATIK®V XAPAKTNPIOTIK®V KAl e XPTOT TIUNG
OUVTEAEOTI] LOPPOAOYIKIG EMTAYVVOTC 50, 0 GUVOAIKOC XPOVOG TTPOCOUOIMONG (PTAVEL
nepimov 88 wpeg. H petaPorn petadd apykng kar tedkng Pabuvpetpiag ywa v
TPOCOLOIWOT avagopag mapovotladetal oto Zxnua 7. [Hapampwviag 1o Ixnua 7,
EVTOTICETAL M1 EKTETAUEVT] (OVT] TTPOCAUUMOTC KATA UNKOG TNG AKTOYPAUUNG, KAOmG
KAl OLOOMPELON 1JNUATOG OTOV VANVEUO UMAO TOL Kol otnv €icodo Tov Aluéva.
YvvemakolovBa, pa {ovn Safpwong propel va eviomoTel, voTid NG €10080V Tov
Alpeva.

[m]

38150001

o —
oo
@~
oo
~ o w

39140001

38135001

[ |

[ |

[ | :
3914500 § Bl o04-05

|

T T T T - _ _
544000 545000 546000 547000 Il Below 1.0
[m] 1 Undefined Value

07-Oct-19 10:10:00 Scale 1:22000

Tympa 7. MetafoAr) tedkng Pabupetpiag wg mpog TV apyiKn yid TNV IPOCOUOImOT) aAvaPopag

IMa T1¢ TPOCOUOIMOELS TTOV TTPpAyUATOTOOnKay Ypnopomoinvtag tig uebodovg Pick-up
rate xat Threshold Current Speed, évag onuavtikog apiuog BaAAco1OV KATACTACEDY
(4699 ka1 5082, avtiotora) dev kpiOnkav waveg va Becovv oe evapen v Kivnon Tov
Wnuatog. Avtn 1 Helworn 0TO UNKOG TOU OUVOAOL TwV 8e00UEV@V Kal 1) eEdAeyn TV
OaAACO1WVY KATAOTACEW®Y XAUNANC EVEPYELAG 0TI YNOAV O UEIWOT) TOV GUVOAIKOV XPOVOU
EKTEAEOTG TNG TTPOOOLOINONG KATA 57,2% ka1 62%, avTioTolya. Ao TNV AAAN TAELPA, 1
uebodog porng evepyelag Sev amaeipel kapia OaAdoo1a KATAOTAON KAl ATAlTel oxedov
oV 1810 ¥pOVO TTPOCOUOIWONG He TNV MPOoooUoiwon avagopds. Ta amoteAéopata
petafBoArng apyikng kat teAikng fabvuetpiag mov mposkuypav amo Tig TPELS S1APOPETIKES
uebodovg oxnuUATOMOINONG TAPOVCIALOVTAL OTO TXNUA 7 KAl YEVIKA AVAITIAPAYOUV TA
potifa mpooduumong/Stafpwaong mov apatnpnONKAv TNV TPOCOUOIOT] AVAPOPAC.
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Tynua 8. AToTeAEoHATA TTPOCOUOIOOE®Y HeTABOAT|g TeAikTg fabBuueTpiag wg Tpog TNV ApPYIKD
(a) pébodog Pick-up rate, (b) péBodog Threshold Current Speed, (c) péBodog porg evépyelag

ITo ovykekpluéva, n pebodog pong evépyelag avamapdayel pe peyaAn akpifela
OLOOMPEVOT] 1JNUATOG KATA UNKOG TNG AKTOYPAUUNG KAl TNV TIPOCAUU®DOT) TNV 10000
ov Aipaviov. Ot pgBodot Pick-up rate kan Threshold Current Speed, av kan avasapdayovv
1KAVOITONTIKA Ta poTifa 7pooauumong kat Siafpwong Kovtd otnv meploxr Tov
ALAVIoN, TEIVOUV VA LITOEKTIHOVVY TO ueyebog twv petaformv tng fabuvuetpiag oe oxéon
LE TNV TTPOCOUOIMOT] AvaPOpAg. AuTtr 1 vtoekTiunom propet va amodobeil otn peiwon
TOV GUVOAIKOU XPOVOU EKTEAEOTIC TOV HOVTIEAOV JTOV TTPOKVITTEL AITO TNV eEAAEPN TV
OaAA0O1WY KATAOTACEWMV XAUNATC eVEpPYELAC.

H afoAdynon twv amotedeopdtwv Tov povteAov ya Tig 3 pefodovg TeAkmg
ouvvioTatal OTOV LTOAOYIONO Tou Oeiktn BSS ywa v mepoyn evdiagépovtog. Ot
vmoAoyioBeioeg Tiueg BSS, ouvoSevopeveg atd TO TOCOCTO WEIWONG TOU XPOVOU
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TPOCOUOIWONG, 0 CUYKPION HE TNV JTIPOCOUOIMOT] ava@opag, mapovolalovial oTov
ITivaka 1.

Mivakag 1. YmoAoywoBeioeg mipég tov BSS yia mig ueBodovg oynuartomnoinong kal mooooto
UELDOTG XPOVOU TTIPOCOUOIWOTG O€ OXEDT] LE TNV TIPOCOUOIWOT) AVAPOPAG
Mé£00oSo¢

Msﬂoﬁ;;gtel:'lck-up Threshold Current Mf;?y(éiioglﬁong
Speed pyelas
BSS 0.74 0.72 0.85
IToo00T0 peiwong
Xpovov 57 63 13

nipooopoinong (%)

Ta amoteAeopata TV IPOCOUOIOOEWY KATnyoplomoovvial wg "EEaipetikd" agov ot
Tiueg BSS vtepPaivovuv 1o 0.5 (Sutherland et al., 2004), pe T uébodo porg evepyelag va
€xel Vv kaAvtepn anddoon (BSS 0.85). Ot pébodor Pick-up rate ko Threshold Current
Speed Sivouv mapopoieg Tipeg BSS 0.74 kat 0.72 avtiotoya. Eivat onupavtiko va toviotel
OTL UE TNV EPAPUOYT) TwV VEWV HeBOSwV, emTevyOnKe ONUAVTIKT UEIWOT) VITOAOYIOTIKOV
POPTOL, S1ATNPOVTAG TTAPAAANAQ TNV AE10TOTIA KAl TNV AKPIPEId TV ATOTEAECUATOV,
OTIWG QWTOSEIKVUETAL A0 TNV HKPT) peiwor tov BSS. Xvvenwmg, tooo n uebodog Pick-up
rate 000 xat avtr) g Threshold Current Speed, mpofA&émovv v etoia e€eAifn g
Babupuetpiag oe wavomom ko Pabuo, eve emtuyXavouv afloonueimTn HEImor Tov
XPOVOL TTPOCOUOIWOTG TOV HAONUATIKOD HOVTEAOV.

4. AG10A0YN 01 KAl ETEKTAGCT) TOV aAyopiOuov opadosoinong K-Means

Ot aAyopiBuol opadomoinong &xovv ypnowpomomndel oe mAnBwpa epapuoywv Tng
TTAPAKTIOG UNYAVIKNG Kot wkeavoypagiag (Camus et al., 2011; Kelpsaité-Rimkiené et al.,
2021; Martzikos et al., 2018; Splinter et al., 2011) wotdco N e@apuoyn TOUG WG
EVOAAKTIKEG TV 7o Sadebopevov puebodwv oyNUATOMOINONG KUUATIKOD KAIHATOG
eivar mepopropévn (de Queiroz et al., 2019). ITo ovykekpiuéva n afloAoynon g
artodoong Twv aiyopifuwv opadomoinong oe pia TapaKTIA TIEPLOYT) LE KATA UNKOG TNG
akTng petapAntomta Sev exel Siepevvnbel akopa. Tto mAaiolo avtng g SratpiPrg
eEetaletan n amdSoon kat mbaveg PeAtimoelg tov akyopibuov K-Means, evog asmd Toug
mo SradeSopevoug kal a&lomotovg aiyopiBuwv. H emAoyr) yia T xpron aIoKAEIoTIKA
autoy Tov aAyopiBuov opadomoinong, evavtl aAAwv Sabéouwv, Paciletal ota
akoAovba faocikd otoryeia:

e O aiyopiBuog Srabétet peydho €VPOC EPAPUOYTC, VITOAOYIOTIKT ATTOSOTIKOTHTA
kalr SwBecpotnta oe PifAobnkeg evpEmg XPTOUOTOIOVUEVOV YAWOOWDV
npoypappatiopov (Python, R, Matlab)

e e avtifeon pe dAovg aiyopiBuovg (m.x. Fuzzy C-Means) kaBe otoyeia £xel
povadikn ovupetoxn o€ kaBe cvoTada KATL TO 07T0l0 GLVASEL e TNV HovadIKD)
eupavion  kabe OaAdoolag KATAOTAONG OTNV  XPOVOOEPA  KUUATIK®OV
XAPAKTN PLOTIKWV
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Yav Sedouéva €0080v 0 aAyopiBuog AauPdavel pia XPOvooelpd  KUUATIKGOV
XOPAKTNPIOTIK®V OTA AVOLXTA, 7OV KAT €AAYIOTOV JIPEMEL va meplAapufavel to
XOAPAKTNPIOTIKO VYPOG KUUATOG, TNV mepiodo kopueng kat tnv SievBuvon mpooTTmong
TV Kupatopmv. Ta Sedouéva kavovikomolovvtal ptv elcayBovv atov akyopiuo.

4.1. E€etalopeveg TpOmomomoeig Tov akyopiduov

Yv mapovoa datpiPn efetdoTnKaAvV CUVOAIKA 5 EVOAAKTIKEG TPOIIOTOWU|OELS TOU
aAyopiBuov, pe SlapopeTikad YAPAKTNPIOTIKA HETAED TOVUG, AAAA UE TOV KOIVO OKOIO VA
EMTUXOVV TN PEATIOON TWV ATOTEAECUATWV TIOV SIVEL 1] TTPWTAPYIKT) TTAPAUETPOTIOINOT)
oV OAyopiBuov K-Means. X1 ovvExeld mapovoladovial OUVOMTIKA Ta Pacika
XAPAKTNPloTIKA KaOe efeTtalOpevNg mePIMTOONC.

e KM-01: Baowrn mapapetpomoinon tov aiyopiBuov. H apywkomoinon twv
Kevipoelldmv yivetal e tov alyopifpo K-Means++.

e KM-02: H enavaAnmtikr Stadikaoia ebpeong twv KEVIPOES®mV Kol cLoTAdSwY
ekkivel pe BAon Tovg AvVIIIIPOOMITOVES/KEVTIPOEIST) OV TPOKVITOVV QIO TNV
epapuoyn g puebodov pong evépyelag. Me autd tov tpodsmo avtiotabuidetan 1)
@vomn g «un-emifreyng» tov aiyopiBuov K-Means, kaBmg 1 emavainmtikn
Sadikaoia apyiel amd TIHEG TTOU CLUUETEXOLV OTNV €EEAIEN NG MAPAKTIAG
pHop@oioyiag.

e KM-03: Xprjon ng emuépoug porng evepyetag kabe Oaldoolag kKataotaong oav
Bapog mov e1oepyetan oty aiyopiBuikn Stadikaoia, pe okomo va amopevydei 1
VIIEPEKTIUNOT TNG EMSPAONG TOV KUUATIKOV YAPAKTNPIOTIKOV JIOU EXOUV
UIKPOTEPO EVEPYELAKO TTEPIEXOUEVO.

e KM-04: Evadlayn towv TAPAUETPOV €10080V0 Tov aAyopiBuov amd UVwyog
KUUATOG, TTEPIOS0 KOPLPNG KAl YwViad TPOOTT®WONG O KATA UNKOG TNG OKTNG
OTEPEOUETAPOPA, POT) EVEPYELAS KA YWOVIA TTPOOTITMWONG.

e KM-05: Apykormoinon twv kevipoelldwv pe PAct Tovg AVIUTPOOGMITOVS TIOU
£Xovv mpokLYeEL Ao epappoyn g nedoddov oyxnuatomnoinong kAdoewv Pick-up
rate. H exkivion g aAyopiBuikng Sradikaciag yivetar amd kevrpoeldr) ue
UEYOADTEPO EVEPYELAKO TTEPIEYXOUEVO O OYEOT UE AVTA TN mepimtwong KM-02.

e KM-06: Me prjon Tov povrehov PMS-SP yivetatl kvpatikr) Sitadoon ota pnyd pe
OKOTIO VA AaAo1povV BOAACO1EG KATAOTACELS TTOV TTPOOTHATOVV kaBeta otnv
aktoypapun (apa Sev mpokaloliv KATA UNKOG TNG AKTIG OTEPEOUETAPOPA) Kal
Sev vmokewvtan oe Opavion wg Tpog To eAdyloto Pabog mov exel BewpnBel yia Tig
TIPOCOLOIWOELS. XTI CUVEXEIA epapuoletal o aiyopiBuog K-Means oe Gvo
otadwa: (a) vrtohoyidovtal Ta kevrpoeldr) Tov evilauecov PriuaTog Ue eQAPUOYT)
TV apywv g mepinmtwong KM-04, (B) ta kevtpoedr] tov mponyovuevov
evolapeoov Pripatog tibevral ocav apylkeg TIUEG 0€ pa Ved S1auop@®oT Tov
aAyopiBuov K-Means yia va IpokOWouV o1 avIuipoowstol tov KM-06.

Ytov Ilivaka 2 mapovolddovtal CLYKEVIPOTIKA Ta BAoikd oToyeid Twv eetalOpevmv
EVOAAKTIKOV TIEPUTTOOEWDV.
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IMivakag 2. ZUYKEVIPWTIKN apovciaon Twv efetalOUeEVOV eVOANAKTIKMOV TEPUITOOEWV
g@apuoyng tov akyopibuov K-Means

MeBobog

[epintwon [apauetpot e10680v apykomoinong E(paé)('ilomsq
KEVTPOEIO WV PN
KM-o1 Hg, Ty, ao K-Means*+ -
KM-02 Hq, Ty, a, KSVTQOSlS]] pebodov i
poTG EVEPYELQG
Pon) evepyelag
KM-03 H, Ty, ao K-Means+** kaBe Bahaoolag
KATAOTAONG
KM-04 S, Eri, a, K-Means+*+ -
Kevtpoeidr| pebodov
KM-05 Hs: Tp: o Pick-up rate i
S, Exy5 a, K-Means+* -
KM-06 KSVTp9818ﬁ -
Hg, Ty, a, TIPOTYOULLEVOD
Brjnatog

4.2. ITeproym e@APUOYNS KAl AVTITIPOTMITEVTIKEG KUUATIKEG GLVOT|KEG

O1 6 S10KPITEG TEPUTTWOELS EPAPUOCTIKAV OTNV TTAPAKTIA TTEPLOYT ToL PeBluvov, mov
mapovoldotnke omyv Evomnta 3, Aaufavovtag vmoyn tig idieg mapadoyeg kalr tnv
mapapeTpomoinon tov padnuatikov poviehov MIKE21 CM FM. Inuewwvetat ot ot
TPOCOUOIWOELS TpayuaTosomOnkay pe faon mv «Mop@oSuvaUIKT)» TTPOCEYYIOT EVK 1)
a&l10A0YN 0N TV ATTOTEAECUATOV TIPAYLATOTOW|ONKE YA TNV TTEPLOXT) TTOL TAPOVOIALETAL
€VTOg TOU KOKKIVOU TTAQLO10V 0TO EXTUad 5.

210 ZyNua 9 mapovotadovtal ol KUUATIKOL AVTUTPOO®ITOL, OTIWE TTPOEKLPAV Y TNV
epapuoyn v neputtwoenv KM-01 éwg KM-06, o 51081d0tato Siaypappa, 0srov otov
opr{ovtia agova tifetal n yovia Ipodomtwong TV KUHATIOU®V ®¢ TTPog TV kabeto otnv
OKTOYPALLUT KL OTOV KATAKOPLPO AEova TO XAPAKTNPLOTIKO VYPOG KUHATOG.

INa m mepinmtwon KM-01, apketa kevipoedn) mov Aapavovial amod tov aAyopifuo
opadomoinong Ppiokovial o€ KOVTIVI] aO0TAOT HETAED TOUG, AOYW TNG XWPIKNG
KATAVOUTG TOU TANOOUG TV KUHATIK®V XOPAKTNPIOTIKGOV. XT1¢ neputtwoelg KM-02,
KM-05 xat KM-06, otig omoieg emPAnOnkav eEntepikd Kevrpoedn ya Tnv
APYIKOTIOINON TNG EMAVAANTTIKNG OSadikaoiag, ta TeAMkd kevipoelldn ovotadag
KATAVEUOVTAL O€ U1 eVPUTEPT TEPLOXT), AKOAOLVOMVTAG TNV KATAVOUN TV APXIKKOV
kevipoedwv. H mepintwon KM-03, n omoia evowpatmvel fapn mov oxetidovtal pe T
POT] EVEPYELAG TWV KLUUATIOUGV, 00T YEL € OT|UAVTIKT] LETATOIIOT) OAWV TV KEVIPOEIS®V
TPOG TTO EVEPYNTIKOVG AVTUIPOCMIIOVE OE CUYKPIOT] UE OAEG TIG AAAeg meputT®oelg. Ot
ovotadeg g KM-04 opilovtal pe peyaAdteprn €ukpiveld, yeyovog Jov Witopel va
aodo0el otn petafoAr| Twv apXKmV mapapetpwyv opadormoinong. O mepurtwoeig KM-
05 ka1t KM-06, o1 omoieg epapuolovv pebodoAoyieg amaroiprig 0aAAoo1mV KATAOTATE®Y
XOUNATC OYETIKA EVEPYEING, KATAANYOUV O TIAPOUOIES TIUEG AVTUTPOOMITEVTIKMV
KUUATIOU®V.
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Tynua 9. Tuotadeg KAl KUUATIKOL AVTUIPOO®IOL UE EPapuoyn twv pefddwv (a) KM-o1, (b)
KM-02, (¢) KM-03, (d) KM-04, (¢) KM-05, (f) KM-06

4.3. AoteAéopata aiyopibuwv opadomoinong
211 ovveEXeld TapaTifevTal Ta ATOTEAETUATA HETAPOATG TNG TEAIKTC WG TTPOG TNV APXIKN

Babupuetpia, mov mpogkuypav amd Vv epapuoyn v poviedov MIKE21 CM-FM, ya tig

SlapopeTikeég Stapoppaaoelg tov alyopiBuov KM. Ta amotedéopata yia kabe Staxpin

EPINTOOoTN TApovo1adovTal CLYKPITIKA 0To ZxNua 10. [Tapatnpeital o€ yeViKEG YPAUUES

OLUPOVIA HE TA QTOTEAECUATA TNG TPOCOUOIWONG avagopdg (Tynua 7) pe tov

eVTOMOUO (wvav amtobeong kal S1afpwong KATA UNKog NG AKTOYPAUUNG, KaBmg Kat
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OLOOMPEVOT) INUATWV OTNV €i0080 Tov AlEva oe OAeg TIg Tpocopolmoels. H ovuykprtikn
a&l0AOYNON TV ATOTEAECUATOV QTTOKAAVITITEL OTL OPIOUEVEG TEPUTTMOELS EPAPLOYNS
Tov aAyopiBuov K-Means LITOEKTILOVV TNV £VTAOT] T®V HOPPOAOYIK®V LETABOADY, EVGD
AAAEG AVAITALPAYOUVV TTI0 TILOTA TNV TTPOCOLOINOT) AvapOopAg.
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Tynua 10. AoTeEAEoUATA TTPOCOUOIOOEWY HETAPOANC TEAIKNG BabuueTplag wg Tpog TNV apyIKT)
(a) KM-o1, (b) KM-02, (¢) KM-03, (d) KM-04, (¢) KM-05, (f) KM-06

ATTO ™V OMTIKN OUYKPITIKT] a&loAOYNOTN TWV QIIOTEAECUAT®V Ola@aiveTal OTL 1
nipooopoiwon KM-03 mapovolddel v KAAUTEPT) OLUP®VIA HE TNV TPOCOUOIWOT)
avapopag. O petaoynuationog twv petafAntov opadomoinong ot Sokiurn KM-04
Oeilyvel va odnyel oe [a LVITOEKTIUNOT TWV HOPPOAOYIKGV alaywv. Ot Sokiueg KM-05
kot KM-06, ot omoieg mepilapfavovv Sadikaoieg @Atpapiopatog yia v egaienyn
KUHATIOU®OV 7oL Bewpeite mwg §e ouppeteyovv KabBoploTikd ot HoPPOAOYIKT eEEAEN
muOuEVa, TPOCPEPOLY KAAT] AVATIAPAY®YT) TNG LOPPOAOYIKTC eEEMENC.
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Ta amoteAéopata aflodoyovvtal mepartépw vmoloyilovrag to Seiktn BSS, kat
mapovolddovial otov Ilivaka 3, evw OAeg Ol TIPOCOUOIMOELS TASIVOLOUVTIAL MG
"E€aipetikeg”, eva yia Tig e€etadopeveg PeAtiwoerg (KM-02 ewg KM-06) mapatnpeital
pa €0Tm Kat pikpn avénon oto Seiktn BSS, wg mpog TNV KAACO1KN TTEPIMTWOT EPAPUOYTS
oV aiyopiBuov KM-01. Ot mpocopoinoelg KM-05 kat KM-06, gpaivetal twg amodidouvv
KAAUTEPA, AOY® TNG OULOTNUATIKIG QIAAOIPNG KUUATIKOV ouvOnkov yapuniov
EVEPYELAKOD TIEPIEXOUEVOU.

IMivakag 3. YroloywoOeioeg ipeg tov BSS yia Tig S1apopeTikég meputtmoelg eQapuUoyng tov
aiyopiBuov K-Means

KM-01 KM-02 KM-03 KM-04 KM-05 KM-06
BSS 0.63 0.64 0.65 0.66 0.71 0.68

Yvvoypidovtag, n Soxur) KM-06, divel éva wkavomom ko ovpPifacpd wg mpog v
akpifela Twv amOTEAECUAT®Y KAl TNV JTOAVTTAOKOTITA EPAPUOYTIS TNG AAYOPIOUIKNG
Sl1adikaoiag. Q0TO00, ONUEIMVETAL TS 1| KAAOOIKT LAOsoinomn tov aiyopifBuov KM
(mepimtwon KM-01) pmopel va XproloToleital 0e JPAKTIKEG ePAPUOYES KABmg
VIIEPIOYVEL ONUAVTIKA EVAVTL TWV AOUTIOV EEETACOUEVWV TEPUTTOOEWY, WG TIPOS TNV
€UKOAA e@apuoyng ammd 1o xpnotn kot Sev amaitel v Sievépyela emmpoobetwv
VITOAOYIOUGV.

5. AfloAoynon kal er€kTaon twv uedodwv oynuaATonoinong 1wodvvaumy
KUUATIOU®V

[Tapa 1o yeyovog 0Tt o1 pueBodol oxnuUATOToINoNg Kal LITOAOYIGUOD TV 100SVVAU®MY
KULATIOU®V eQAPUOLOVTAL 08 LEYAAO TIANO0G EPELVITIKAV EPYATIMV AKOLA KAl OT|LLEPQL
(Borah and Balloffet, 1985; Brown and Davies, 2009; Chondros et al.,, 2022;
Chonwattana et al., 2005; Karambas et al., 2013; Papadimitriou et al., 2022a; Pletcha et
al., 2007), evtovtolg Sev £xel mpayuatomoOel akopa uia oLOTNUATIKY TpooTadela
a&loAoynong g Stadedopevng pebBodov kat diepetivinong mbavav PeAtiowoeny.

Snv mapovoa dratp1Pr) eEetaotnkay Tpelg enAeov mbaveg BeAtimoerg tng pebodov
7OV TTAPOVOIA0TNKE OtV gpyaoia Twv Chonwattana et al., 2005, (A €k Twv oMoOlWV
mepraapfavel v ekmaidevon kal enainBevon evog Texvntov Nevpwvikod Aktiou
(TNA).

5.1. E&etaldueveg Ttpomomooelg Tng uebodov oynuatomoinong 10080vaumyv
KUUATIOU®OV

'Onwg mpoavapepOnke, eEETACTNKAV CUVOAIKA 4 TEPUTITMOELS EPAPUOYTS TNG HeBOSov
TV 1008VVAU®V KUHATIOU®OV TT0V Oa teptypa@ovv OUVOITTIKA 0TI CUVEXELA.

H nepintwon RMWH-01 amoteAel v pébodo vmoloyiopod twv 1008Uvauwv
KUUHATIKOV AVTITTPOCMOIIOV OMIWG TTAPOLOIAoTnKe otny epyacia twv Chonwattana et al.,
2005. OpadomoI®VTAG TA KUHATIKA XAPAKTNPIOTIKA 0 KAACELS YWVIAG TTPOCIITWONG
otabepol TAATOVG, Ol KULUATIKOL QAVTUTPOOMIOL LITOAOYIOVTAL UE EPAPUOYT] TV
YPAUUIKGV ovotTnuatev v EE. (2), (3) kat (4).
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H nepintwon RMWH-02 aotelel pia oyeTika astAn Tposomoinon g puebodov
RMWH-01, Baowkr) 18¢a g omoiag eivatl 11 Slapop@worn 600 VTOKAACE®V ava kabe
KAQOT yoviag mpoontwong. To kpumplo yua v ekYwpnon TV KUUATIKOV
XOPAKTNPIOTIKOV 0 KAOe LITOKAQON eival av 1 por evépyelag g kabe Baidaooiag
KaTtaotaong viaepPaivel n ox1 v péon aBpolotikn por) evepyelag kabe kAaong. Me avto
TOV TPOTIO S1AUOP@PHOVOVTAL SV0 VEEG KAACEIG «VTOKPIOIUWV» KAl «VTEPKPIOUWV»
KUUATIKOV XAPAKTNPIOTIKOV (G PO T POT| EVEPYELAC.

H nepintwon RMWH-03 Baoidetal otnv mapadoyr| OTL 1] KATA UnKog KAl 1 eyKapoia
OTEPEOUETAPOPA eMNPeAlOVV O0e PeYyaAUTepo PBabuo n pop@oloyikr eEeMEn Ttov
mBpéva oe pa Sedopévn Sratourn) TOv TAPAKTIOV UETMITOV, AVAAOYA HE TNV ywvid
TPOOTTTOONG TOV KUUATIOUWV

[TapatnpeVTAg Ul AKTIVA KUUATIOUGV KAl EQAPUOLOVTAG TNV apyn datnpnong g
KUUATIKNG EVEPYEIAG OTA AVOIXTA, T KATA UNKOULG NG aktng (K.pu.a) Kal eykapola
OLVIOTAOOA TNG POTIG EVEPYELAG LTTOAOYIZETAL AITO TNV akOAovOn e€iowon:

ElS = H.S?Tp sin (2N
9

E.s = HiT, cos ag

o070V Ej¢ eival 1] KaTd UNKovg TG akig kat E s 1 eykApola CLVIOTOOA TNG KUUATIKIG
POT|C EVEPYELNG AVTIOTOLYA.

YmoAoyidovtag tov 1000UvVaUo KUUATIOHO YA OAN T XPOVOOEIPA KUUATIKGV
XOAPAKTNPIOTIKOV OTA avolyTd, kal emivovtag Vv EE. (9) yia moAamhég tipeg tng
YOViOag TPOOTT®WOTG TV KUUATIOU®V, HLITOPOLV va KaBoplotovv (wveg EVOAATCOOUEVNG
KLpLapyiag g K.U.a. 1) NG eyKAPO10G OTEPEOUETAPOPAG:

|Ejs| = 2|Egl, UTTEPLOYVTELN K. . X OTEPEOUETAPOPQ
|Ecs| = 2|Eqsl, VEPLoYVELT) EYKAPOLA TTEPEOUETAPOPQ (10)
atdiog, svallaoouevn kvplapyia twv 500 CUVIGTWIWV

Me Vv tapadoyn pHag oxetika evfeloyevoig akg pe maparinieg 10ofabeig wg mpog
TNV aKTN, ol akolovBeg €€l {wveg ummopovv va kabBoplotovv, 7Tov eEapTmVTAL ATO Th Yovid
TPOOTITOONC TWV KUUATIOU®V AVAPOPIKA e TNV KAOETO wg tpog TNV aktoypauur). Ot &€l
{wveg TapovoladovTal 0To Zynua 11.

Avaloya pe v {wvn mov e€eTAdeTal, 0 VITOAOYIOUOC T®V KUUATIKOV AVIUTPOTOITMV
yivetal pe Baon tig apyxég tig nebodov RMWH-02, uovo mov ot Svo vokAdoelg Se
Stapoppavovtal pe BAaon HOVO TV por) eVEPYELNS. ZUYKEKPIUEVA O S1aXWPIONOg O
VITOKAQOEIG Y1a TIg Zaveg 1 Kal 6 yivetat pe Baon tn peéon por evepyelag, oTig Zmveg 2
Kal 5 pe faon v Katd punkog e aktrg por| otepeouctagopag (Vongvisessomjai et al.,
1993), eV OTIS ZMVES 3 KAl 4 1| KATNYOPLOTOINCN yivetal pe BAaon tn UEon Tiun g
TapapETpov eykapaiov po@iA (Dalrymple, 1992) mov voAoyiletan amd v akoAovon
e&lowon:

H

3
Wy Tp

b=y (11)
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Tymua 11. Zoveg EVAAAGOOUEVTE KUPLAPYLG TNG K.U.AL. KA1 TNG EYKAPO10G OTEPEOUETAPOPAG
OXETIKA LLE TNV YOVIA TPOCIITOOTNG TV KUUATIOU®MY MG TIPOG TNV KABETO 0TNV AKTOYpauuT|

Télog, N mepintwon RMWH-04 agopd oty ekmaidevorn, enainBevon kat e@apuoyn
evog TNA, tov avarapfaver v amarowpn BaAdooimv kataotacewv mov Bewpeitarl OTL
Sev elval 1Kaveg va TPOKAAETOVV €vapen kivnong wnuatog ota pnya vepd. H pébodog
RMWH-04 amotelei pia pete&eMEn g nebodov Pick-up rate pe tnv aviikatdotaon twv
TPOCOUOIWOEMYV TTOL TpaAyuaTosolovvTal e 0 PMS-SP pe 1o TNA.

O1 mapaueTpol 10080V TOU VEUPMVIKOU O1IKTUOU €lval TO XOAPAKTNPLOTIKO VYPOG
KOUATOG, 1) TTEP1060g KOPLEPN S Kat 1 ueon SievBuvon §1adoong KupaTIou®Y OTA AvoryTd
Kabag kat n peon S1aueTPog KOKKWV TOU 1JNUATOG KAl 1) LEoT KAlon mubueva, evod n
TAPAUETPOG €EOG0VL TOL VELPWVIKOV SIKTVOL €ival 1) LEDT) TIUT) TNG TPOXLAKIG TAXVTNTAG
TV KUUATIOU®OV KOVTA 0TOV TTUOUEVA, LITOAOY1oUEVT) EVTOC TNG (VNG Opavong. ZuvoAika
3200 oLVELACUOL TWV TTAPAUETPWV E10000V, KAl ouverakolovba 3200 amotedéouata
pocopolwoewv Tov PMS-SP, ypnowomomBnkav yia tnv eknaidevon Tov vEVpwVIKO
Swetvov.

A@ov g1oayBotv 0to TNA 01 TIHEG TOV KUUATIKGOV XAPAKTNPIOTIKOV OTA AVOLYTA Yid
™ debopevn xpovooelpd avapopdg kal Kaboplotovv avTIITPOOMIEVTIKEG TILES YA TN
peon S1apeTpo Tov WNUATOG KAl TN LEOT) KALoT) uBuéva, amaAei@ovTal KUHATIOHOL IO
Sev avamThooovv TPOXIAKT) TaLTNTA peyaivtepn and v kpiown tun (EE. 5), kat tov
£XEl WG QITOTEAECUA TNV UEIWOT TNG XPOVOOEIPAS KUUATIKOV XAPAKTNPIOTIK®V. TN
oLVEXEW, epapuolovial ta Prupata g mepintwong RMWH-02 oty asmoueiwpevn
XPOVOOEIPA  KUUATIKOV YOPAKTNPIOTIKOV JIOU JIPOEKVYPE KAl voAoyiovial o1
10080UVapO1 KLPATIKOT AVTUTPOCMITOL.
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5.2. ITeproym) e@appoyng Kal AvIIIIPOTMITEVTIKOL 100GUVALOL KUUATIOHOT
O1 4 Swakpiteg meputtmoelg (1 TEPIMTWON EPAPUOCTNKAV OTNV TTAPAKTIA TIEPLOYT] TOV
PeBpuvov, mov mapovoldotnke oty Evotnta 3, Aapfavovtag vmoyn tig idieg mapadoyEg
Kal ;apapetpostoinon tov padnuatikov povtédov MIKE21 CM FM. Qotoco avtr| 1)
(popA, 01 TTPOCOUOIWOELS TTpAyUaToTOmONKay pe v «MopPOOTATIKI)» TTPOCEYYLOT), YA
12 KUUATIKOUG avIUTpoo®ovg. H mpoocopoiwon avagpopdg o€ autrh TNV mepintwon,
arroTeAel U1 OYNUATOTOUUEVT] HOP@T] TNG JTANPOVS XPOVOOEIPAS KUUATIKMV
XAPAKTNPIOTIK®V (pe S10KP1TOMOINoN TWV VYOV KLUATOS ava 0.5m Kal NG ywviag
TPOOTTTHONG ava 15°), Kl TeAIkA amoteleital and 68 Baldooieg kataotaoelg. Ia pa
AKOUA (pOPA, 1) AEIOAOYNOT] TWV ATOTEAECUATMOV TIPAYLATOTIONONKE y1a TNV TTEPLOYT| TTOV
TIAPOVOIACETAL EVIOG TOU KOKKIVOU TTAQLOI0V 0TO EXTUa 5.

210 TYNUa 12 TapovoladovTal 01 KUUATIKOL AVTIIIPOO®ITOL, OMIWGS TIPOEKLYPAV YA TNV
epappoyn twv mepurtwoewv RMWH-01 ¢og¢ RMWH-04. Me yoAalo ypopa
onuewvovtal ot BaAdoo1Eg KATAOTACELS IOV QUITAAELPOVTIAL [E TNV E€PAPUOYT TOU

VEVPWVIKOV S1KTLOV.
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Tynpa 12. I0o8Uvapol KUHATIKOT AVTUTPOOMITOL KAl KAAOELS e epapuoyn Tov pefddwv (a)
RMWH-o01, (b) RMWH-02, (c) RMWH-03, (d) RMWH-04

H nepintwon RMWH-01 Baciletan oty Siadedopévn mpooeyyion vmoAoylopol twv
1008vvauwv kopatiopunv (Chonwattana et al., 2005). Ot avTUTPOO®WITOL TEIVOLY VA EXOVV
XOUNAOTEPEG TIUEG VWPOUG KOUATOG, AOY® TV UYNAQV OUXVOTHTOV EUPAVIOTC
BaAA001OV KATAOTACEWV XAUNAOD OXETIKA EVEPYELAKOD Tepieyopevov. Katd ovvenela,
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ol VYNAOTEPOL KuUaATIOUol 7ov evromidovial Kuvpiwg petaly a,=[-30°, 15°], Sev
TEPTYPAPOVTAL UE TOOO TKAVOITOUTIKO TPOITIO AITO TOVE 1005VVAUOUE KUUATIOUOVC,.

Ymv nepintwon RMWH-02, Adaupavovtag vmoyn €61 kAaoelg katevBuvong kat Svo
vmodiapeoelg otov afova Tov VWYOUg KUUATOG, ETMTUYXAVETAL Ml KOAUTEPN
aAvaIapAoTacT] NG JOIKIAOUOP@PIAG TOU OLVOAOL JeSOUEVOV TV  KUUATIKGV
XOAPAKTNPIOTIK®V OTA AVOLYTA 0€ OXEoN e TNV mepintwon RMWH-01.

Ymv nepintwon RMWH-03 mapd n ¥pnon S1apopeTik®v TOCOoTHTOV avaAoyd i
{wvn emppong, oV EEAPTOVTIAL QIO TNV K.L.A 1) TNV EYKAPOlA OTEPEOUETAPOPA, Ol
AVTUTPOO®ITOL TTOL LIToAoyiovtal pe avtn ) HeBodo elval TapoUo10l WG TTPOC TIG TIUEG
pe eketvoug g RMWH-02. Enueiwvetatl emupocOeta ot peébodog RMWH popet va
£PAPUOOTEL Y1 va ANPpOoUV avTIITpOO®ITOL IOV EIvAl AKEPALA TTOAATAACIA TOL Ap1Ouov
£&1.

Telog 1) mepintwon RMWH-04 xpno1Homolel Eva TeXVNTO VELP®VIKO S1KTLO yla TV
EKTIUNOT] TOV TPOXIAKOV TAXVTNTO®V TV KUUATIOU®OV OTA PNYA KAl TNV eEAAeWPN TwV
HaAA00IWY KATAOTACE®Y AUTOV 7OV dev LIEPPAivOoLY TO KATOEPAL TNG TUOUEVIKNIG
TpoylaKkng TayvnTag. Kata ovvenela, avtimipoomstot tov Aapfavovtatl asto tv RMWH-
04 €lval HETATOTOUEVOL OE IO EVEPYTNTIKEG KULATIKEG OUVOT KEG.

5.3. Atotehéopata pefodwv oynuatomoinong 100SVUVAU®Y KUHATIOU®OV

Katd avmiotoryia kot pe smponyovpeva edagia, mapatifeviar ot smpoPAemopeveg
petafolég g Pabuuetpiag oe opidovia evog £Tovg pe xpnomn Tov povieAov MIKE21 CM
FM, ya Ti¢ TEPUITOOELS OYNUATOMOINON TwV 1008Uvaumv kvuatiouwv. H petafoin
HETAEY ap)IKN G KAt TEAIKNG faBupeTpiag yia TNV TpocopoimwaT) avagopag TapovotadeTal
010 Eynua 13. Zvykpivoviag Tnv pe TNV avTioToln JPOCOUOImOoTN ava@opag Tng
«Mop@OoSLVAUIKIIG» TTPOCEYYIONG, TAPATNPEITAL OTL LITOEKTIUATAL O £VTAOT KAl T
S1afpwon mov gupavidetal voTia g 10080V Tov Aléva 000 Ka 1 EKTaoT Tng andfeong
01N pida TOV LATVEUOL HMAOVL KAl OTNV €10080. QOTO0O 1) YEVIKI) E1KOVA T®V TEPLOXDV
antoBeong 1) Stafpwong mov evromidovtal oty mepPloxn HeAETng fploketal oe cuuPvia
petald g «Mop@ooTatikng» kat « Mop@oSuvauikng» mpooLyylong.
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Tynua 13. MetapoAn tehikrg fabupetpiag wg mpog Ty apyIKr| Yid TNV JIPOCOUOIN0T)
ava@opag e Mop@pooTaTikng TPOOEYYIONG

39



Ta amoteAeopata petafoAng apyikng kal TeAkng fabuueTpiag mov TPoEKLYPAV A0 TIG
TEOOEPELS OLAPOPETIKEG TEPUITWOELS EPAPUOYNS TwV HeBOSwV  oynuatosoinong
1008UVAL®V KUUATIOU®V TTApovotadovtal 0To Iynua 14.

Below -1.0
Undefined Value

JHRECOERE e

544000 545000 546000 547000

Scale 1:22000
Tynua 14. ATOTEAEGLATA TTPOCOUOIDOE®Y LETABOATG TeMKNg fabupetpiag wg Tpog v apyikn
(a) RMWH-o01, (b) RMWH-02, (¢c) RMWH-03. (d) RMWH-04

[Mapampeital 01 Ta auoteAéopata mpooouoiwong pe tn pebodo RMWH-01
VITOEKTILOVV OTMUAVTIKA TNV €KTACT TN¢ TPOCAUU®ONG OTNV €10080 Tov Auéva, kat
eUPAVICOVV TIG LEYAAVTEPEG ATTOKAIOEIG O€ GUYKPION HE TNV TIPOCOUOImOT] avapOpPAg.
Avtifeta, ot meputtwoelg RMWH-02 ki RMWH-03, emdeikviouv i onuavTikn
BeATiOON TV QATOTEAECUAT®V, KAl 1A 1KAVOTOUTIKN AVATTAPAYWYN TV UOTIPwv
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anoBeong kat SaPpwong tng mpooopoinong avagopag. Tedog ) mepintwon RMWH-04,
Oetlyvel amo v onTikn a§loAoynon va Bpiloketal TNV KAAUTEPT CULP®VIA 0€ OXEOT) e
TNV TTPOCOLOIMOT] AVAPOPAS.

INa mv mepartépw afloAoynon TV amoTeAeoUATOV TOV Hadnuatikov povtédov Ot
vmoAoyloBeioeg Tipeg tov BSS, cuvodevdpeveg amd To TOOOOTO UEIWONG TOV XPOVOL
TIPOCOLOIWONG O OUYKPION WE TNV TPOCOUOIWwOT] ava@opdg Tapovolalovtal oTov
IMivaka 4.

IMivakag 4. YmoloywoOeioeg Tipneg tov BSS yia mig peBdSovg oxnuatomoinong kat mooooto

UELOONG XPOVOV TTPOCOUOIWONG O€ OXEOT) LE TNV TIPOCOUOIMOT) AVAPOPAS YA TNV TEPITTOOT TV
1008VVaU®V KLUUATIOU®V

RMWH-o01 RMWH-o02 RMWH-03 RMWH-o04
BSS 0.24 0.56 0.58 0.65
I[Toc00TO peimong
XpOVOL 485 470 462 468

npooopoinong (%)

[Mapatnpeitar 6Tt epappoyn g pebodov twv Chonwattana et al., 2005 (RMWH-01),
oV meployn) peAEtng tov PeBopuvov, odnyel oe ia «KaAn» katnyopilomoinon pe faon
mv T tov BSS, eve O0Aeg o1 mpotevoueveg BEATIOOELS KATNYOPLOTOIOVVTAL MG
eEapeTikeg, avEavovtag onuavtika tig Tipeg tov BSS. H Bednion pébodog wg mpog g
Tipeg tov Seiktn BSS eivan n pgBodog RMWH-04 1) omtoia e10ayel Eva TeXVINTO VEUPWOVIKO
Siktvo mov avaiaufavel v amaioipr] 6aAACoIWY KATAOTACE®V TTOL Bewpeital OTL Sev
TPOKAAOVV OT|LOAVTIKT) LETAPOPA 1JNUATOG OTNV TEPLoXT] LeEAETNC. TEAOg, A&la avapopag
elval 1 onuavtikn ovvelo@opd Twv uebodwv oynuatomoinong otnv egokovounom
XPOVOL TTIPOCOUOIWOTNE, TTOV OPEIAETAL OTN UEIWON TOV CEVAPIWV TTPOCOUOIwoN g Ao 68
0€ QUTI) TNV TEPITTWOT) OF 12.

6. Xvykprtikny afoddynon pefodwv oynuarosmoinong kat enaindevon pe
petpnoeg tediov

H enaAnBevon mpocopoimoemv pop@oAoyikng eEehiEng mubuéva pe Srabéoueg
UETPNOEIC MeS10v, cuVAVTATAL TEPLOPIOUEVES PopEg ot S1ebvn PifAoypapia (Luijendijk
et al., 2017a, 2017b), kabng eivan 161aitepa SUOKOAN N SlEVEPYEIA TAKTIKMOV UETPT)OEWV
Babupetpiag, Tavtopova UE LETPTIOEIS KUUATIOU®MV KAl TAPAKTIOV PEVUATWV YA TNV
eaAN0evon TOV HOVIEA®V TTAPAKTIOV TEPLOYXMOV. 1A auTd T0 AOYO, Ol JIEPIOCOTEPES
EPEVVNTIKEG TTPOOTTADEIEG ETMKEVIPMVOVTIAL OTNV EMAANOELON TOV ATOTEAECUATWV
TPOCOLOIWOE®V TOV HEBOS®V OYNUATOTOINONG e L1 TTIPOCOLOIMOT) AVAPOPAS, T} OTTola
QITOTEAEITAL QIO TNV TIATPN XPOVOOEIPA KUUATIKOV XOPAKTNPIOTIKOV KAl avTikafiotd
Tig petpnoelg mediov. Tto mAaiolo avtng g dratpiPrg, yivetal n amomelpa amoTiunong
KAl OUYKPITIKNG a&loAoynong emieyuevov pefodwv oXnNUATONOINoNG KUUATIKOD
KALATOG TTOU TTAPOVCIACTNKAYV OTA Jponyovueva edagia pe Srabeoueg petpnoelg
nediov Pabupetpiag oy meproyr g Tkarag Epecol oto vnoti g Aeofov.

6.1. ITeproyn peAetg kat Srabeoipa Sedopeva
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H mapaiia g Epecov &xer unkog mepi ta 1.7 km. Eta avatoAika oprobeteital amd 1o
aAlevTIKO Kataguyiov g Zkaiag Epecov, evo ota Sutika amod to akpwtnpt tov Kogiva
Eynua 15). X10 KEVTPO TNG aKTNG evromietal o Yeipappog «Xahavdpar, 1
OTEPEOAITOPPOT] TOV OTIOIOV TIPAKTIKA EXEL EKUNSEVIOTEL TNV TEAEVTALA SEKAETIA HETA TNV
KATaokevr, @paypatog PBopeia g aktng. H mapadia amotelel &vav amd Tovg
KUPLOTEPOUVG TOVPLOTIKOVG TTPOOPIoUOVS TNG AEafov, aAAA Yapaktnpidetal amd Eviova
pawvopeva S1afpwong 0To AVATOAMKO TNg TUNUA oV €xel eviadel pe TNV KATAOKELT)

KATAKOPLPWV TIPOPUAAKTIp1wV ToiXwv (Karambas, 2010).

/ A
Tympa 15. Ieployn peretng oy Tkaia Epecov kat oxetikn 0€omn g o€ oxEomn ue 1o vinot g
Agofov.

e OAN TNV €KTAOT) NG EPLOXTG LEAETN S Exovv dievepynOel taktikeg fubopetprioeig kat
ouykekpluéva oTig €fNg nuepounvieg: 03/11/2013, 26/04/2014, 14/02/2015,
19/11/2015, 29/12/2015 (Andreadis, 2021). Emiong, otv mepoyn €xovv
npayupatoston0el Wdnuatopetpnoelg, ol omoieg emPefaimwoav 0Tl Ta WHUATA TNG
Tapaiiag eival katd KUPLo AGYo app®d, Le TO T0000TO TV APYIAO-TAVGOO®VY amobeoemv
va avéavetal ekatepwhev Tng ekPoAng tov pepatog Xaravdpa. I'a v enainBevon twv
ueboSwv oxnuatomoinong emAexbnke va mpoocopoiwdel pia mepiodog 9 unvov petadd
TV 14/02/2015 ka1 19/11/2015, Le TNV XPOVIKI EKTAOT TNG TIPOCOLOI®ONE va Kpivetal
KAVOTIOUTIKT) Y1 TNV €MaAnBgvon Twv HeBodwv oxnUATOTOINoNG KUHATIKOD KAIHATOG.

AOyw TG EMewpng UETPNOE®V  KUUATIKOV XOPAKTNPIOTIKOV OTA  AVOIXTA,
astokthOnkav Sedopéva yia v mpoavagepbeioa ypovikn nepiodo amd v Evpwraikn
Baon tov Komépvikov. To kupatikd poSoypappa mapovoladetal oto Txnua 16, amo OTov
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Slagpaivetal 0Tt 01 KUP101 KUUATIOUOL OTNV TIEPLOYT] UEAETNG TTPOEPYOVTAL Atd T0 NOTIO

TOpEQ.

0.0

= <=0.5m (54.83 %)
== 05-10m 35-40m
= 10-15m 40-45m
® 1.5-20m W 45-50m
20-25m - >50m
5-3.0m

180.0

Tynua 16. Kvpatiko podoypappa ota avolyta g reploxng g Tkaiag Epecot ot Agofo.

O1 HOPPOAOYIKEG TTPOCOUOINOELS TTpayUatomomOnkayv pe 1o povredo MIKE21 CM FM,
EV® 1] QTTOTIUNON TOV ATTOTEAECUAT®V E€YIVE OE 4 S1AKPLTA TTAPAKTIA TTPOPIA 0TO SUTIKO
TUNUA TNG TTEPLOYTG LEAETNC, TTOV XAPAKTNPICETAL ATTO PEYAAVTEPO UNKOG TTAPAAlAg Kal
Sev eppavidel evrova @awvopeva Stafpwong Staypovikd. O kavvafog memepacUEVHOV
OTOIEIWV Kal o1 Slatoueg mmov Ba yivel YETENEITA 1) QITOTIUNOT TNG ATOS00NE TV

puebOSwv oXNUATOTOINOTC TAPOVOIALETAL OTO ZYTLA 17.

. 50
B 474
5 B -44.9
. 423
398
. 372
. 347
. 321
296
- -7
B 245
219
. -19.4
. -16.8
143
.17
018
. -6.62
W -4.07
. -1.52
. 1.03

Numerical mesh
Bed Elevation (m)

Tympua 17. Kavvapog nenepaouévav oTolyelnv kal Ipo@il amotiunong 1oV amoTeEAETUATOV

TOV TWV APIOUNTIKWV TIPOCOUOIWOOEWY.
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6.2. Emoyn BeAtiotwv uebodwv oynuatomoinong KUHATIKOU KAILATOG

Me Baon ta amoteAeopata v ueBodwv oyxnuatomoinong oty meploxn tov PeBvuvov
Ba emeyel yua kabe pa ando mg Paokég katnyopieg peBoSwv oxnuATOTOINONC
(loodVvapolr  kvpatiopoi, peBodol  oynuatomoinong o€ kKAAoelg, aiyopiBuot
opadostoinong) pia pebodog oynuatosmoinong n omoia kpivetat wg BEATIOTN TOOO WG TPOG
mv akpifeld Twv AMOTEAEOUATOV 000 KAl WG TPOC TNV €UKOAA E€PAPUOYNS KAl
€E01KOVOTOT) VTTOAOYIOTIKOU (POPTOL. ZNUEIMVETAL OTL 1] CUYKPLTIKT a§loAdynomn Ba yivel
yia v «Mop@OOTATIKI]» TTPOCEYYIOT 0TI TTPOCOUOIMOELS TOV HOVTEAOL TTAPAKTIAG
TEPLOYNG.

Qg mpog Tig pueBOdovg OYNUATOMOINONG XWPIONOV 0 KAAoelg, 1 puebodog porg
evEPYELNg lxe amodmOel Ta KAADTEPA ATTOTEAETUATA O OXEOT] pe Tig pefodovg Pick-up
rate ka1 Threshold Current Speed. Ot teAevtaieg TPoocEPepaAV ONUAVTIKT £01KOVOUNOT)
XPOVOUL 1] 070l OpWG eival onuavtikn otn «Mop@oSuvapIKn» TPOCEYYLOT), EVG OTN
«Mop@POOTATIKN» TPOGEYYIOT 1) EI0AY®YT) EVOS AKOUA LAONUATIKOU HOVTEAOL ptopel va
BewpnOel WG LEIOVEKTN LA V1A TNV EVKOALA EPAPUOYTC. ZUVETTMG EMMAEYETAL OTNV TEPLOXT
g Epeoov va xpnowomowndei n ne@odog porg evepyerag.

INa 1ig evaAAAKTIKEG TEPUTTMOELS TOL aiyopiBuov K-Means, o1 Stagpopég Tov Seiktmv
BSS ftav oxetikd pikpeg HeTalh Twv EVAAMAKTIKGV TEPUTTMOE®V, e T nebodo KM-05
va mapovotadel v KaALvTepn amodoor). Q0TO00 Ol TPOIOMOIOELS TOV EEETATTNKAY
nepav g Paocikng epapuoyng tov aiyopiBuov K-Means (KM-01) eloayovv apketd
OTUAVTIKT) TTOAVTTAOKOTNTA YA TIPAKTIKEG EPAPUOYES. ZUVAEIOAOYDVTAG TNV EVKOALQ
EPAPLOYTNC KL TA TKAVOTIONTIKA astoteAeopata g uebodov KM-01, emAéyetal autn
¢ BEATIOTN Ao TNV KaTnyopia twv aiyopiBuwv opadomoinong.

TeAog, amo Tig neBddoug OYNUATOTOINONG TV 1008UVAU®Y KULATION®V, T néBodog
RMWH-04, 710U eVO®UATOVEL KATAANAA EKTAGELUEVO TEXVITO VEVPWVIKO S1KTLO yid
NV amaAolpr) 0aAACo1KV KATAOTAGE®Y TTOL OeV KpivovTal kKaBoploTikeg yia tnv eEEMEn
NG MAPAKTIOG HOopPOoAoylag, eivar 1) BEATIOT TOOO WG TPog TNV amodoon pe faon to
Seiktn BSS, 000 ka1 wg mpog v e£01KOVOUNOT] VITOAOYIOTIKOD (POPTOUL.

210 IyxNua 18 mapovotadovial 01 KUUATIKOL avIutpOo®mItol yia Tig uebodovg pong
evépyelag, KM-01 kan RMWH-04 avtiotolya ota avoytd g aktng g Epeoov.
Inuewwvetal 0Tt emAgxOnkav 12 avTupoowmol kat yua T 3 pedodovg kar ot
TPOCOUOIWOELS TTpAyUATOTOONKayY e T «MOop@POCTATIKI)» TTPOCEYYLOT).
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Tynua 18. Kvpatikol avturpoowstot kat kAdoeilg/ovotadeg pe v e@appoyn towv uebodwv (a)
pomng evépyelag, (b) KM-01 kot (¢) RMWH-04.
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6.3. AtoteAéopata kat ouykpltikn aglohoynon pnefodwv oyxnuatomoinong

H tehwkn) PaBupetpia mov mpokvmtel amd v mpocopoiwon kabe uebBodov
OXNUATOTOINONG OUYKpIveTal HE TIG TIUEG Yl KAOE TPO@IA OKTNG ONMwg AUTEQ
TPOEKLYPAV QITO TNV TOTMO-BABVUETPIKT) ATOTUTWOT), KA TAPOLOIALOVTAL OTA ZYTHATA
19 Ko 20.

" Profile 1
2 Initial (14/2/2015)
kY —— Final (19/11/2015)
W -—- EFM
AR ~== KM-01
-1 X --- RMWH-04

Bed Elevation (m)

0 50 100 150 200 250
Distance from initial shoreline (m)

Profile 2

Initial (14/2/2015)
—— Final (19/11/2015)
=== EFM
=== KM-01
RMWH-04

Bed Elevation (m)

100 150 200 250
Distance from initial shoreline (m)

Tynua 18. Zoykplon petpnoenv mediov yia myv teAkn fabupetpia (kOkKivn ypauun) kat
npoPAéypeig pebddwv oyxnuatosoinong yia ta tapaktia [Ipo@iA 1 ka 2.
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Profile 3

Initial (14/2/2015)
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Profile 4
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Tynua 19. XUykplon petpnoewnyv mediov yia mv tedikn pabuvpetpia (kOkKivn ypapun) kat
nipoPAeyetg neBdSwv oynuatomoinong yia ta mapaktia [po@iA 3 kat 4.

Ynuavtikol oykol amofeong 1JNUAToOg TapaATNPOVVTIAL A0 TNV AKTOYPAUUT €mC KAl
Babog Twv -4 m, pe T CLOCOPELOT] AUUOL va glval TTo eu@avg oe Pabog mepi ta -2.5
m, LITOSEIKVVOVTAG OTL O1 TTAPAKTIEG O1EPYATIEG OUVTEAOVVTAL KVUPIWG 0€ AUTO TO EVPOG
BaBovg. Zvvolika, ot Tpelg pueBodot elval 1IKAvVES va avamapiyovy Ta TAPATPOVUEVA
potifa amoBeong petalh tov Paboug -1.0 kAt -2.5 m oe OAa Ta eEetalopeva TPoPiA.
Q01000, TA ATMOTEAECUATA TWV TPOCOUOIDOEWY OV TEPIYPAPOVV TN CLOCMPELOT)
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1JNUATog 010 PETWIO NG aktng (oe Padn pkpotepa amd 0.5 m) kabwg kar oe Badn
HEYOADTEPA QITO 3.0 M OTA TIEPLOCOTEPA TUTLATAL.

INa to Ipo@iA 1, mapatnpovVTAl ONUAVTIKEG QTOKAIoES HETAED TOL TEAKNG
Babupetpiag Twv TPOCOUOIMCEDV KAl TNG AVTIOTOLYNG IOV TTPOEKLPE ATIO TIC EMTOTOV
LETPNOEIC. Zuvenmg, dev elvarl duvatn 1 omTikn emAoyn g PéATiotng puebodov. To
npo@id 2 Sivel mapopoleg mpoPAswelg tehikng Pabupetpiag petald RMWH-04 kat
uebodov pong evepyelag (EFM), evao n uebodog KM-01 asmokAivel meplocOTePo amo Tig
petpovueveg Tipueg. H pébodog RMWH-04 £xel kaAUtepn amodoor, mpoPA&movtag g
HETPOVEVEG TOCOTNTAG AT0OeoTg ota peyaivtepa Badn.

>10 Ipo@il 3, kat o1 Tpeig pebodol kataypapouvv Tn owotn Tagn peyebouvg ot
petafBoAn g Pabuvpetpiag. Qotoco, kapia amd Tig pebodovg Sev avamapayel v
Snuovpyia tov vVeairov avaPaduov ov evromidetal o Babn peyaAltepa amo Ta -4 m.
Y10 IIpopih 4, 1n peboSog RMWH-04 avamapdyel O QIOTEAEOUATIKA TIG
mapatnpovueveg petafoAmv g otabung tov mubuéva, e1dika oe BaON peyakvtepa twv
2.5 m.

H ovykprtikr] aflodoynon twv pefodwv oxnuatomoinong wg mpog to deiktn BSS
napovoladetal otov ITivaka 5, pe ™ neBodo RMWH-04 va emtuyyavel Tig vynAoTepeg
Tineg BSS ota Ipogih 2 kat 4, (;mov ta&ivopovvial wg "E€aipetika™), akoAovbovuevn
artd ) pnebodo pong evepyelag. H neBodog KM-01 €xer otabepa xelpotepn amodoon, pe
evpog amodoong amo "Aoyiko/Metplo” ewg "KaAd", av kal emTuyyavel oplakd tnv
vPnAdTepn Tur| tov Seiktn BSS oto ITpo@iA 1.

IMivakag 5. YnoloyioBeioeg ipeg tov BSS yia tig peboSovg oxnuatomoinong kot
katnyopiomoinon, E: E€aipetiko, K: Karo, A/M: Aoywkd/Meétpro

EFM KM-01 RMWH-04
ITpopil 1 0.25 (K) 0.29 (K) | 0.28 (K)
ITpopiA 2 0.54 (E) 0.19 (K) 0.69 (E)
ITpo@iA 3 0.23 (K) 0.2 (A/M) | 0.22 (K)
ITpopiA 4 0.66 (E) 0.42 (K) 0.68 (E)

Svvowpidovtag, pue Aot T ovyKpLTiKn a&loAOynoT Tov Tpaypatomom|onke, Stapaivetan
WG KAl o1 Tpelg HeEBodot pmopovv va mpoPAEWPoLV Ge 1KavoTTouTiko Badud v eEenén
Tov muBuéva otnv meploxn g Epecov, pe ) ngbodo RMWH-04 va €xel otabepd tnv
7O 1KAVOTIOINTIKN amdS00n kKAl va PploKeETal 0€ UEYAAUTEPN OUUP®VIA HE TIG
TELPAUATIKEG UETPT|OEIG.

7. TuuTEPACTUATA

Adym Tov 181aiTepa pHeyAAov OYKOL TV S100£01UMV KLUUATIK®V XAPAKTNPIOTIKGOV, KAOKOC
KAl TOV  AQUENUEVOV  VIIOAOYIOTIK®V QIIAITNOEWV T®WV  UAONUATIK®OV UOVIEA®WV
TPpooouOiwoNg, ot pefodol OoXNUATONOINONG KUHATIKOU KAlpatog fpiokovial oTo
EKEVTPO NG EPELVAG NG TTApAKTIag unyavikng. H mapovoa Siatpipr) eixe wg otoyo v
MEPALTEP® AVATTTLEN Kat a§loAoynon uebodwv oynuaTomoinong, e oKomo TO00 TNV
evioyvon g akpifelag Twv amoTeAeoudTOv, 000 KAl TN HEI®OoT TOL ATAITOVUEVOV
XPOVOU TWV TTIPOCOLOIOTEWY.
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Apketeg neBodor oxnuatomoinong evromidovral otn S1edvn BiAoypagpia kat pe Baon ta
XOAPAKTNPLOTIKA TOVG SlakpivovTal oTig akolovBeg katnyopieg:

e JooSvvauotl kvuatiouol

e MéeOobot oynuatomoinong oe KAQOe(g

e AAyoptOBuot ouadomoinong

Me Baomn Tovg epeLVNTIKOVG OTOXOVG TTOL TEBNKAV 0TV tapovoa StatpiPn, emetevyOn
BeAtimon g amodoong twv pebodwv oxnuatomoinong, ue ovvemakolovdn peiwon tov
VITOAOYIOTIKOV (POPTOV. AUTO KATECTN SuvaTo E TNV ATAAOIPT) 5eS0UEVOV KUUATIKGWV
XAPAKTNPIOTIK®V TTov Bempeitan 0Tt Sev eival 1kava va TPOKAAEGOLVV €vapgn Kiviong
1JNUATOC. ZNUAVTIKT KPIVETAL 1) CUUPOAN TEXVIK®V UnYavikng pnabnong (toco pe toug
aAyopiBuovg opadostoinong 600 KAl UE TNV AVAITTUEN TEXVIKMV VEVPOVIKGV SIKTU®V) TA
mov vmofonBovv Tig HeBOSovg OYNUATONTOINONG KAl TTAPOVOIAOVV VITOOXOUEVA
amoteAéopata. 1o mAaioto g StatpiPrg a&iohoynOnkav pebodotl oynuatomoinong kat
wtd TIC TPEIG KUPIEG KATNYOPieg, €VM TA QIOTEAEOUATA EMAEYUEVWV HEDOSwV
emmaAnBevOnkav pe Srabeoueg petpnoelg mediov.

Qg mpog Tig peBoddovg oxnuaTomoinong oe kKAAoeIg avamtuxOnkav 2 veeg ueEBodot mtov
EMKEVTIPOONKAV 0NV ataAo1Pr] BaAACOIWV KATACTACE®MV IOV SEV TTPOKAAOVV evapén
Kivnong Jnuatog ota pnyd. ZUYKEVIPWTIKA, TA PACIKA CLUITEPACUATA QO TNV
a&loAoynon twv pefodwv oyxnuatosmoinong oe kKAAoelg eival ta akoiovda:

e H véa pebodog Pick-up rate o8rynoe otnv amaiowpn 1ov 57,2% Twv KATAYPAP®V
TNC XPOVOOEIPAS KLUATIK®V YAPAKTNPOTIKOV KAl emtuyyavovtag to 1610
TT0000TO LLEIWOTG TOL XPOVOU EKTEAEOTIC TOV HABNUATIKOD HOVTEAOV, 08 OUYKPLON
HE TNV TPOCOUOI®OT ava@opag 7ov mepiAapfavel v mAnpn Xpovooeipa.
EmtetyOnke tiun tov Seiktn BSS 0.74 ta&ivoucmvtag v Tpocouoinotn «g
«Egaipetikn».

e H pebodog Threshold Current speed odnynoe omv amaiowpr] tov 62% Ttwv
SeSopévav g AN poLvg Xpovooelpag, e v Tiur Tov BSS va eival oe autr) v
nepintwon 0.72.

e H pébodog porig evepyelag (EFM) £dwoe v peyailtepn tiun tov Seiktn BSS
(0.85) pe pa peiwon Tov XPOVOL TPOCOUOIWONG HOAG 11% Oe OYEon UE TNV
TPOCOUOIWAOT) AVAPOPAC.

e H epappoyn texvikov QIANTPAPIoUATOC KAl ATTAAOIPNC KUUATIK®OV Sedouévav
LEIOVEL OT)UAVTIKA TO XPOVO TTPOCOUOIMONG UE HIA HIKPT) UEIWOT) TNG TIUNG TOV
Seixktn BSS.

31 ovvexela eEETAOTNKE 1 KAVOTNTA TOL aiyopibuov opadosmoinong K-Means va
AIOTEAEOEL A 1KAVOTTO Tk peBodo oyxnpartomnoiong eve aglohoyndnkav cuvolika 6
TEPUTTOOELS EPAPLOYTC TOL ahyopiBuov, pe okomo t PeAtimon g amodoor)g Tov. Ta
Baoka cvpmepaouatTa ato Ty epapuoyr) tov aiyopibuov K-Means fjtav ta akoAovda:

e 'Oleg o1 mpooopowoelg ya Tig diapopeg nepurtwoelg (KM-01 ¢ng KM-06)
ta&ivopovvtal wg «E€aipetikég» obupmva pe v katnyoplomoinon tov BSS.
KdaBe efetaldopevn mepintwon mépa ¢ PAOIKNG TAPAUETPOTOINONG TOU
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aAyopiBuov (KM-01) BeAtidvel opraka tig Tovg Seikteg BSS, emkvpmvovtag v
KaALTepn amodoon Tov aiyopiBuov oOtav eoayovial soooTNnTeEG 7OV eival
kaBoploTikeg yla N HETA@OpA WNUAT®Y OTNV TAPAKTIA (®VT] OTNV aAyop1Ouk)
Sadkaoia.

IMa mv meproyn peAeg mov efetdotnke, o alyopiBuog opadomoinong K-Means
ammodidel eAa@pwg ¥epoTepa amo Tig Heddodovg oYNUATONTOINONG 08 KAAOELS.
EmutAgov, o1 meplocotepeg SOKIEG elval eYYEVMG TTOAVTTAOKEG KAl QITALTOVV €iTE
TOV APXIKO TTPOCOI0PIoUO AVTUTPOOMITEVTIKGOV CLUVONK®V HECK AAM®Y peBodwv
OXNUATOTOINONG €1Te TNV A§l0TOIN0T €VOG EMITAEOV KUUATIKOU HOVTIEAOV, TIOU
avamtuyxOnke oto mAaiolo g mapovoag StatpiPng.

H Baowkn) mapapetpomoinon tov aiyopiBuov K-Means (epintwon KM-01) Sivel
1KAVOITONTIKA ammoteAéopata pe Baon v katnyopomoinon BSS kol asmautel
eAdyotn mapeufacn amd 1o XPNOTH. TUVENWG, LWIOPEL va YPTOLOTOIEITAl TAV
EVOAAAKTIKT TV 7110 Stadedopévav nebddwv oxnuatomoinong.

Télog a&lohoynOnkav ot uebBodol oynuUATOMOINONG TOV 100SVVAU®MY KUUATIOUMV KAl

npotdbnkav 3 emuiAéov PeAtiwTikeg Tpomomomoel. Ta ovumepdouata amd v

epapuoyn twv peBOdwv oYnUATOOINOoNG TV 1008UVAU®Y KUUATIOUGV Elval Td

akoovOa:

H «Mop@ootatikn» POCEYYlon €lval ONUAVTIKA TAYXUTEPN aQmd TNV
«Mop@oSuvapikn» AOyw TNg Lelmong Tov astartovpevov aplpol twv Bardooiwv
KATAOTAOEWMV IOV TIPEMEL VA TTPOCOUOIwOoUV. TMa T OGUYKEKPIUEVT] HEAET
TEPIMTOONG KAl TO UOVTEAO TTAPAKTIAG TIEPLOYTIS TTOV EPAPUOOTNKE, Ol XPOVOL
TIPOCOUOIWONG  HeEWwONKav KATA 7EPIOv 400-450% O OYEON UE TOUG
AVTIOTOL(OVG TTOV QITAITOVVTAL YA TNV TIPOCOLOIMOT AVAPOPA.

H xAaocowrn pébodog vmoAoylopol Tov 1008UVAU®MV KUHATION®OV (TTepImTmon
RMWH-01) gixe t Xe1poteptn amdd00T o€ OUYKPLOoN UE TIG AAEG SOKIUEG e T
BSS 0.24, taivopmvtag ta amoteAéopata g npocopoinong wg "KaAd".

H nepartépm vmodaipeon oe S0 kAQoelg LPoug KLHATOG avAl KAAOT ywviag
npoontwong (mepimtwon RMWH-02) eival oxetikd asmAny ot oVAANYN, aAAQ
BeATiooe ONUAVTIKA TA QITOTEAECUATA TOU HOVTEAOU Og OXEoT pe v pebodo
RMWH-o01, ta&ivopwvtag v nipocopoinon wg «Eaipetikn».

H pébodog RMWH-04 mapovoiaoce v kaivtepn amodoon kot dedopevov 0Tl
EVOWUATAOVEL EVA TEXVNTO VEVPWVIKO S1KTUO QITAITEL EAAYI0TOVG VITOAOYIOTIKOUG
mopovg. H vtoderypatikn amodoon g ev Adyw pebodov, emrainBevtnke too0 yia
™ "Mop@ootatikn" 6co kat ) "Mop@oduvauikn" mpooeyylon, amodeikvoovtag
WG 1 ATTAAO1PT) OOAACOIWY KATAOTACE®Y XAUNANG EVEPYELAC UTTOPEL VA 00N YT oEL
o€ BeATIOUEVA ATOTEAECUATA LE TAVTOXPOVI] LEIWOT] TOV VITOAOYIOTIKOV (POPTOUL.

Tehika, pe Paon tig AngBeioeg Tipég tov Seiktn BSS kau emiong ovvumoloyidovtag v

EUKOALA EPAPUOYTIC KA1 VITOAOYIOTIKT] ATOSOTIKOTNTA OAWMV TOV EVOAAAKTIK®OV uebOdSwv

mov e€eTaoTnKav oe avtn TN dtatp1Pn, emAExOnke pia peBodog wg n Ao yia kabe
KAGS0 oynuatomoinong. Tvykekpiuéva emiexOnkav wg PeATioteg emdoyeg n neBodog
por|g eveépyelag, N KM-01 kar 1 RMWH-04. Ot tpeig avteg pebodot epappootnkav oty
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mapaktia mepoyxn e Epecov ot AéoPo kal ovykpibnkav pe diabeopeg petprnoeig
nedilov. Ta emuepovg CLUTEPACUATA AITTO AVTN TV CLYKPLTIKT a§loAoynomn 1tav ta e&ng:

AeSopévng g toAvmAokoTnTag g faBuovounong Twv HOVIEA®V TNG TAPAKTIAG
meployng yua mn mpoPAreyn g eEEMéng tov mubuéva, kar ot tpelg pebodot
atodidouvy e IKavomomnTiko Tporo, amtodidovrag Tipég BSS mov kupaivovtat amo
"KaAgg" ¢wg "E€aipetikeg".

H pébodog RMWH-04 eixe otabepd v mo 1KAVOTOUTIKY amodoon,
akoAovBovpevn amo mn uebodo por|g evepyelag. Avtibeta, n pebodog KM-01 eiye
T XEPOTEPT) CUYKPLTIKT] amodoor).

O1 ToKAOEIG HETAED TV UETPTOEWV KAl TWV QWIOTEAEOUAT®V TOU HAONUATIKOD
HOVTEAOL UITOPOLV va ammodoBolv o €va evpy PACUA TAPAYOVI®V, ONWS N
ENEWYPT TAVTOYPOVWV UETPTOEDY KUUAT®V KAl pELUATOC Y1a TN fabuovounon twv
povieAwv, 1 mbavn ewopor WJNUATOS A0 €EWTEPIKES TNYES KAl 1) EAAeWPn
LETPTOEWV KVUATIOU®V QIO TIAWTIPEG OTA AVOIYXTA TNG TIEPLOYNG UEAETNC.

Jvvopidovtag, mpoteivetalr n xpnon g pedddov RMWH-04 pe 12 KupuaTiKoUg
AVTUTPOOMITOUG Yl TIPAKTIKEG ePAPUOYEC, KADWG emedere TNV KAAUTEPT CLUVOAIKA

atddo0m KAt 0TIg SVO MEPUTTOOEIG LEAETNG TTOV eCETAOTNKAV 0TO TTAaio0 g Statpipng.
H ovolaotikn) oupPoAr] Tov TeXVIKOV pnyxavikng puadnong ot PeAtioon pebodwv
OXNUATONOINONG KUUATIKOU KAlpatog a&idel 1o evlla@pepov 1TNg EemOoTNUOVIKNIG
KOWOTNTAG, TIPOg TNV KatevBuvon g MEPATEP® ETMTAYVVONG T®V ATAITNTIKOV
TPOCOUOIOEWV TPOPAEYNC NG eEEAIENC TOV TAPAKTIOL TTLOUEVA.
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Chapter 1

rﬁtroduction

1.1. Background, motivation and research objectives

The prediction of the coastal bed evolution and ultimately the shift of the shoreline
position, due to the impact of the waves has been at the forefront of coastal engineering
research efforts for several decades, dating as far back as the 1950’s (Pelnard-
Considére, 1957). With the ever-increasing human interventions in the coastal area, the
erosion of the coastal bed poses a significant threat, with strong implications to the
economy, environment and community safety. Therefore, accurate predictions of the
coastal bed evolution at an annual scale are mandatory to identify imminent risks and
design measures to remedy the erosion problem through the form of “hard” coastal
protection structures or nature-based solutions (Luijendijk et al., 2018).

With the increase of computing power in the last decades, a plethora of numerical
models are available, each with different advantages and shortcomings, but all
concentrating at simulating the coastal bed evolution at the engineering scales of
interest, i.e. for coastal areas extending a few kilometers and timescales of 1-10 years.
When dealing with coastal areas characterized by complex bathymetries with the
presence of manmade structures (e.g. harbours) coastal area models (Roelvink and
Reniers, 2011) are almost exclusively applied due to their ability to describe in great
detail the wave, hydrodynamic and sediment transport field. However, these models are
associated with a staggering computational burden rendering the morphological
simulations at an annual scale a tedious task.

In addition, engineers are usually in possession of large amounts of variable offshore
sea-state wave characteristics, which further increase the computational effort and
render the assessment of the morphological bed evolution rather difficult due to the sheer
number of simulations that have to be performed. To combat this, wave Input Reduction
methods are generally employed to accelerate the demanding morphological modelling
simulations, all based on the notion of selected a reduced (order of 8-24) representative
wave conditions that should produce similar bed level evolution predictions compared to
the full timeseries. Several wave Input Reduction methods have been developed and
utilized in literature and can be vaguely divided in three branches: (a) Representative
Morphological Wave Height selection methods (Borah and Balloffet, 1985; Brown and
Davies, 2009; Chondros et al., 2022; Chonwattana et al., 2005; Karambas et al., 2013;
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Chapter 1. Introduction

Papadimitriou et al., 2022a; Pletcha et al., 2007) (b) Binning wave Input Reduction
methods (Benedet et al., 2016; de Queiroz et al., 2019; Papadimitriou et al., 2020; Van
Duin et al., 2004; Walstra et al., 2013), (c) Clustering algorithms (de Queiroz et al., 2019;
Papadimitriou and Tsoukala, 2022).

Despite their widespread usage, it should be noted that wave Input Reduction
methods are influenced by a multitude of parameters (e.g. the number of representatives,
the duration of the wave climate). Most importantly, their redeeming qualities are not so
visible when the coastal area models operated by directly coupling the wave,
hydrodynamic and morphodynamic modules. Consequently, a concise effort to
introducing enhancements to all branches of the wave Input Reduction methods with the
ultimate goal of further reducing the computational burden without compromising the
reliability of the results and provide practical guidelines to the engineering community, to
the best of the author’s knowledge, has not been undertaken yet.

Based on the above, the specific research objectives of this thesis are:

» To expand on the concept of the wave Input Reduction methods, by
introducing elimination of sea-states considered unable to initiate sediment
motion in the calculation procedure, with the ultimate goal to further alleviate
the required computational effort.

* To assess clustering algorithms as a viable wave input reduction method and
examine possible enhancements by counterbalancing the “unsupervised”
learning aspect of said algorithms.

+ To incorporate machine learning in wave Input Reduction, by introducing a
properly and thoroughly trained Artificial Neural Network which can further
speed-up the demanding numerical simulations.

« To apply and intercompare several instances of wave Input Reduction
methods in two coastal areas, to ultimately provide initial recommendations
and guidelines for practical applications.

1.2. Innovative points and highlights

This thesis is based on the investigation and most notably expansion of the concept of
wave Input Reduction for the acceleration morphological modelling simulations, by
simultaneously aiming to retain the reliability of the model results. The following
innovative aspects are highlighted:

e A novel approach is introduced to the classical Binning Input Reduction
methods, concentrating on the reduction of the length of the timeseries of
offshore sea-state wave characteristics by eliminating wave records that are
considered unable to initiate sediment motion. The outcome of this approach
is the considerable alleviation of computational effort achieved by the
reduction of the numerical model run-time.

o Clustering algorithms are for the first time assessed as viable Input Reduction
methods in a coastal area characterized with considerable alongshore
variability. Six alternative configurations of the widely used K-Means clustering
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Chapter 1. Introduction

algorithm were evaluated aiming to introduce vital aspects influencing the
annual morphological bed evolution to the algorithm’s procedure to calculate
the representative wave conditions.

o The concept of Representative Morphological Wave Height (or Equivalent
Wave Height) selection methods is revisited and further enhanced. The
highlight of this investigation is the incorporation of an Artificial Neural Network
tasked with eliminating lowly-energetic wave records that are considered to
have inconsequential impact to the annual morphological bed evolution. The
trained Artificial Neural Network was deemed capable of systematically
produce reliable results and further accelerate the morphological simulations.

e A robust Parabolic Mild Slope wave model based on the work of Chondros et
al., 2021, is enhanced and expanded in the framework of this thesis to treat
the generation and propagation of uni-directional irreqular waves. The
aforementioned model is an integral part of several of the tested wave Input
Reduction methods evaluated in the framework of this thesis.

e Performance evaluation of all the examined wave Input Reduction methods is
undertaken in the framework of this thesis to provide practical guidelines and
recommendations for coastal modellers. A sole method is also selected for
each distinct branch of Input Reduction, and a comparative analysis is carried
out assessing model results with available field measurements of bed
elevation in a coastal area affected mostly by the impact of the waves.
Comparison of coastal morphological model results with field measurements
of bed elevation is in itself an innovative aspect since only a handful of
research efforts have been realized on this topic.

1.3. Thesis structure

The thesis is assembled in seven distinct chapters, including the present introductory
one and a brief overview of each chapter will be subsequently provided. The central
focus of this thesis is the utilization of wave Input Reduction methods for the efficient
numerical modelling of the morphological coastal bed evolution. The primary aspects of
the morphological modelling under the combined effect of waves and currents,
highlighting the ever-prevailing importance of wave Input Reduction methods is
showcased by the literature review and the description of key research issues in Chapter
2.

In Chapter 3, a novel approach is realised and implemented to the widely used
Binning Input Reduction methods (Benedet et al., 2016). The centerpiece of this
approach is the elimination of lowly-energetic sea states which are unable to initiate
sediment motion in the surf zone and are thus have a negligible effect in shaping the
morphological bed evolution. Two methods developed in the framework of this
dissertation are implemented. The first one is based on the calculation of the sediment
Pick-up rate as a proxy quantity dictating the calculation of the wave representatives
(Papadimitriou et al., 2020). The second one concentrates on the elimination of wave
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Chapter 1. Introduction

records unable to initiate sediment motion based on the Threshold Current Speed
concept and utilizing the wave energy flux as the main driving quantity to estimate the
representative sea-states. This Chapter also presents the background of the numerical
model utilized for the morphological simulations (DHI, 2014), along with the validation of
an enhanced model, developed in the framework of this work (Papadimitriou et al., 2020)
and considered integral to the methodologies.

In Chapter 4, the capability of the K-Means clustering algorithm in predicting the
annual bed evolution is investigated. Apart from the performance evaluation of the
clustering algorithm, several modifications are also examined aimed at coercing the
algorithm to utilize quantities that are vital in shaping the morphological bed evolution,
hence bringing the gap between the unsupervised clustering algorithm and the Binning
Input Reduction methods.

In Chapter 5, performance evaluation is carried out for another widely used category
of Input Reduction methods, entitled Representative Morphological Wave Height
selection methods. The highlights of this Chapter concern the training and validation of
an ANN, which can readily eliminate lowly-energetic sea-states that are considered to
have a negligible effect on the morphological bed evolution at an annual scale.

Chapter 6 builds on the previous Chapters 3,4 and 5 and contains a comparative
analysis and selection of a singular optimal method out of those examined per Chapter,
based on the model performance (i.e. capability of each method to predict the
morphological bed evolution reliably) and ease of implementation (i.e. computational
efficiency). Then each of the selected three methods (one for each chapter) was
implemented in the coastal area of Skala Eresou in Lesvos Island, Greece, to compare
and evaluate model results with available field measurements, to verify the capabilities
of wave Input Reduction methods in predicting coastal bed evolution in real-field cases.

Finally, Chapter 7 encapsulates the general conclusions of this thesis. In addition,
suggestions for future research are also laid out. An outline of the thesis structure,
showcasing the innovative points and main research objectives of each Chapter is shown
in Figure 1.1.
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Chapter 2

Numerical modelling of coastal bed evolution and

wave Input Reduction principles

2.1. Process-based modelling of coastal bed evolution

Coastal areas are dynamic, ever-evolving systems constituting a home for various
lifeforms while also concentrating a multitude of human activities. Approximately three
billion people — half the world’s population — live and work within a couple of hundred
kilometers of a coastline. The morphological bed and shape of the coasts is altered
continuously being subject to several -and often contradicting- forcing factors. Ultimately
the shift of shoreline position gathers vast amounts of interest from both the public and
the research community, since it has serious implications to the economy, community
safety and the environment.

Of the forcing factors responsible for the morphodynamic processes, surface gravity
waves are a key component since they are responsible for stirring sediments through
the orbital motion observed under the wave crest and trough. As waves propagate from
deep to shallower depths, they start interacting with the bottom with increased non-linear
characteristics and dissipate energy mostly due to bottom friction and bathymetric
breaking. Wave energy dissipation within the surf zone in turn leads to the generation of
currents which are responsible for the transport of sediments in the nearshore both in
the longshore (for the case of obliquely incident waves related to the shore-normal) and
cross-shore (for direct wave incidence) direction. Furthermore, wave set-up gradients
induced by the spatial variation in wave energy, can generate strong alongshore and
cross-shore flows such as a rip-current circulations (Roelvink and Reniers, 2011). These
littoral flows are notoriously capable of transporting large amounts of sediment (Komar
and Miller, 1975). Obstruction of the littoral drift leads to areas of accretion followed by
to beach erosion to the down-drift end, a phenomenon often observed in the vicinity of
harbours and coastal protection structures. Consequently, numerical modelling of wave
propagation and transformation in the nearshore, wave-generated currents, the
corresponding sediment transport rates and ultimately the coastal bed evolution is of the
utmost importance and has been at the forefront of research efforts of coastal engineers
and scientists for the past decades (Afentoulis et al., 2019; Chondros et al., 2022; de
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Vriend et al., 1993; Karambas and Samaras, 2017; Papadimitriou et al., 2020; Roelvink
and Reniers, 2011).

The behaviour and response of a coastal system is dynamic and occurs on a variety
of spatial and temporal scales. The spatial scale is generally determined by the
dimensions (in meters) of a particular morphological element, usually indicating its
extend. Similarly, a timescale is generally interpreted as the period of time (e.g. in years)
required for the characteristic morphological development to take place. This timescale
often refers to the total duration that a morphological system needs to reach a new
equilibrium state once it has been disturbed by nature or by the humans (Roelvink and
Reniers, 2011). Equilibrium in this sense denotes that the overall sediment balance of
the morphological unit is maintained (no erosion and no accretion is observed). The
spatial and temporal scales of a morphological feature are closely coupled, the larger
the spatial scale of a specific feature the larger the corresponding timescale. Indicatively,
as showcased in Figure 2.2, the timescales of interest range from a few hours for the
evolution of small bedforms like bottom dunes and ripples but can reach up to decades
or centuries for morphological evolution of a large tidal inlet system (Bosboom and Stive,
2022). For most practical applications, the timescale of interest (hereafter denoted as
engineering timescale), usually correspond to the evolution of littoral systems at an
interannual scale up to a few years (typically 1-10 years). This timescale is usually of
particular interest to assess the effect of human interventions (e.g. shore protection
works, construction of a harbour) to the morphological bed evolution.

Consequently, coastal engineers would generally not be interested in dynamics on
very small scales (morphological changes of few meters occurring in a few hours), like
the evolution of wave ripples or even breaker bars in the surf zone. The complex
dynamics on these scales are mostly oscillatory, and therefore have no net effect on the
engineering timescales. In contrast, the natural behaviour on these larger engineering
scales generally shows a net trend. Examples are the downdrift erosion due to the
construction of a harbour, the erosion or accretion of a delta, and the migration of a tidal
inlet. Human interventions have timescales of years to decades and spatial scales of 1
km to 100 km. The coastal behaviour due to human intervention (harbours, coastal
protection structures, land reclamation) interferes with the natural behaviour of the
coastal system on these particular temporal and spatial scales. Coastal modellers often
refer to morphological changes occurring on the aforementioned scales as “medium-
term” coastal bed evolution (de Vriend et al., 1993; Lesser, 2009), in order to loosely
distinguish it from the short-term (hours to days) and long-term (decades to centuries)
changes.
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Figure 2.2. Relationship between the spatial and temporal scales of interest of various types of
coastal features (Bosboom and Stive, 2022)

The complex prediction of the evolution of littoral systems to identify possible areas of
erosion and establish mitigation measures is generally carried out by means of numerical
simulation. Traditionally, the numerical models developed and tasked with the prediction
of coastal bed evolution under the combined effect of waves and currents focus on
resolving the relevant coastal processes. They are often referred to as “process-based”
or “deterministic” models and can be divided in the following three large categories, each
with different characteristics and based on different assumptions (Roelvink and Reniers,
2011).
e Coastal profile models, where the longshore variability is neglected, and the
main driving factor is the cross-shore transport and the subsequent profile
evolution (Roelvink and Broker, 1993).
o Coastline models, where the cross-shore profiles are considered to retain
their shape, whether the shoreline advances or retreats (Szmytkiewicz et al.,
2000).
e Coastal area models (de Vriend et al., 1993), where flow variations and
sediment transport gradients are resolved in both the horizontal dimensions.
They can be further subdivided into two-dimensional horizontal (2DH) models
which solve depth-averaged equations or three-dimensional (3D) models
which resolve the vertical variations in both flow and sediment transport.
In the following subsections, the main characteristics of each category of process based
numerical models will be briefly outlined. It is noted that coastal area models will be
analysed in more detail, since a coastal area model was utilized to perform all the
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necessary simulations in this thesis due to the alongshore and cross-shore variability of
the study areas.

2.1.1. Coastal profile models
Coastal profile models are typically implemented in two types of applications:

evaluation of storm events’ impact on a coastal profile, with or without the presence of
coastal structures, and evaluation of longer-term behaviour of sandbars and nourishment
schemes, both on the beach and on the shoreface. The first profile models were
essentially driven by offshore directed suspended sediment transport induced by return
flows (Dally and Dean, 1984; Steetzel, 1990; Stive and Battjes, 1985). A detailed profile
model for the modelling of beach erosion under a storm event was proposed by
(Leont’'yev, 1996), considering two distinct components of sediment transport rates
contributing in the profile development and evolution, the first one caused by the wave-
current interaction shoreward the surf-zone and the second one induced by run-up flow.
When examining more moderate sea-states, which reshape the coastal profile,
additional and more detailed transport mechanisms (e.g. aeolian transport, phase lag
effects) should be considered. Watanabe and Dibajnia, 1988, utilized various empirical
formulations for onshore and offshore directed sediment transport as a function of the
bed shear stress. Stive and Battjes, 1985, considered contributions from wave
asymmetry terms applying the energetics model of Bailard, 1981. Roelvink and Stive,
1989 introduced spatial lag effects in the prescription of the return flow, while also
considering additional stirring due to wave breaking induced turbulence while also
accounting for long wave effects, a concept latter expanded upon by Sato and
Mitsunobu, 1991. Although profile models do not take into account alongshore variation,
they capture an important part of the processes that shape the coasts and hence provide
significant insights when used in conjunction with the more detailed coastline or coastal
area models.

2.1.2. Coastline models
Coastline models have their origins on the “single-line” or “one-line” shoreline

evolution theory, the foundation of which has been laid out by Pelnard-Considére, 1957.
The main assumption of this theory is that cross-shore processes are relatively fast-
evolving and are therefore able to maintain the shape of the coastal profile over a certain
profile height, which runs from the so-called depth of closure (i.e. the depth shoreward
which no significant bottom changes can be observed) to the top of the active profile,
usually taken as the first dune landward. Hence the beach profile is considered to move
parallel to itself seaward or landward depending on if the coast erodes or accretes. Due
to the constant profile shape one contour-line can be used to describe changes in the
beach plan shape and volume under wave forcing. Typically, in these models the
computation is divided into two parts. Firstly, a profile model computes the longshore
transport rates as a function of the angle of wave incidence relative to the shore-normal.
Then, the coastline model updates the coastline positions and recomputes the wave
incidence angles taking into account the longshore sediment transport rates calculated
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previously in the profile model. Various commercial or open-source coastline models
have been established with the main characteristics briefly outlined below:

e GENESIS (Hanson, 1989) which is based on the extended CERC formula
(Ozasa and Brampton, 1980), including the effect of longshore gradients in
wave height and has the capability of describing the impact of coastal
structures on the local wave climate and shoreline evolution.

o LITPACK (DHI, 2023) which utilizes a process-based model to estimate
sediment transport rates which are then used to simulate coastal response
arising from the effect of natural features and considering a wide variety of
coastal structures

e UNIBEST-LT/CL (Tonnon et al., 2018) which combines longshore transport
(LT) calculations combining a coastal profile model approach with coastline
computations on a curvilinear coastline (CL)

¢ UnalLinea (Stripling and Panzeri, 2015) which is based on the extended CERC
formula (Ozasa and Brampton, 1980) and has special features for wave
transmission through structures, bypassing of groynes and breakwaters and
is capable of reproducing the effect of seawalls on sediment transport

o CEM (Ashton and Murray, 2006a, 2006b) model provides a different approach
which allows the plan-view shoreline to take on arbitrary local orientations, and
even fold back upon itself. This is particularly important since under certain
sea-states, i.e., when waves approach the coast with certain wave incidence
angles (>45°, a phenomenon known as “high-angle instability”), complex
shapes such as capes and spits are formed and can be reproduced using this
model.

Coastline models assume gradually varying flow conditions and approximately parallel
depth contours. Under such circumstances the longshore transport can locally be treated
as if it has fully adapted to the local incident wave conditions relative to the coast
orientation. Since it typically takes hundreds of meters for the longshore current to spin
up, coastline models should in principle be applied for large-scale applications, over
alongshore distances of many kilometers in order to satisfy the assumptions associated
with the “single-line” theoretical approach.

2.1.3. Coastal area models
Coastal area models have been developed since the early 1980s (see Nicholson et al.,

1997 for a comprehensive review). They are applied when a separation between
longshore and cross-shore scales and processes is not feasible, for instance in the
vicinity of a tidal inlet, in the vicinity of a harbour, and in coastal zones with complex
bathymetric features, rip channels and shoals forming varying angles with respect to the
undisturbed coast orientation. The first instances of these models were essentially wave,
hydrodynamic and sediment transport/morphology codes operating usually
independently as a batch process and exchanging output files constantly. In the late
1980s and early 1990s, the large European institutes (Deltares, Danish Hydraulic
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Institute) combined their research efforts within the EU MaST-G6M and G8M projects
and carried out major developments and restructuring of their coastal area models, which
led to the development of much more robust and flexible codes that are still successfully
operated and used by several coastal engineers to this day, such as Delft3D (Deltares,
Netherlands), Mike21 (Danish Hydraulic Institute) and Telemac (Laboratoire Nationale
d’Hydraulique, France). All coastal area models consist of a wave driver model, providing
the forcing input for the subsequent members of the modelling toolchain, which are a
hydrodynamic model and a sediment transport/morphology model.

Wave driver models can either be based on the “phase-averaged” approach, where
the wave field is averaged at the scales of over both individual waves or wave groups.
The most notorious wave propagation models are based on the phase-averaged
approach are the 3™ generation spectral wave models (Benoit et al., 1997; Hasselmann
et al., 1988) and model the evolution of the two-dimensional wave spectrum based on
the conservation of the wave-action balance. These models neglect information about
the phase of the waves hence are not well-equipped for the detailed resolution of the
processes of wave diffraction, despite efforts to reproduce diffraction effects behind
obstacles such as detached breakwaters (Holthuijsen et al., 2003; llic et al., 2007; Mase
et al., 2001), or wave reflection from obstacles. When wave reflection and diffraction
cannot be neglected, then “phase-resolving” models are employed which can in great
detail represent the wave transformation in the nearshore. To this day, few coastal-area
models employ phase-resolving wave drivers (Afentoulis et al., 2022; Karambas and
Samaras, 2017; Klonaris et al., 2018; Long et al., 2008; Papadimitriou et al., 2022b) due
to the sheer number of elements required to resolve the wavelength, however they are
gaining increasing popularity in the last decade due to the increase in computing power.

Hydrodynamic (or flow) models can either be 2DH or 3D. In the first case, the
computations are based on the solution of the depth-averaged shallow water equations.
This generally implies that the sediment transport direction follows that of the depth-
averaged flow, although sometimes the mean return flow is taken into account. Full 3D
flow models in the context of coastal area models, where horizontal scales are much
larger than vertical scales, are normally based on the 3D shallow water equations. They
offer a very satisfactory representation of the effects of breaking waves on the current
profiles and at the same time deal with density-driven flows and deviations of the vertical
due to strong curvatures. Most 3D models apply k-¢ turbulence models or similar, 2-
equation turbulence models, which can deal with simultaneous sources of turbulence
due to e.g. wave breaking, bed shear stress, horizontal shear, buoyancy effects.

In most sediment transport/morphological models, sediment transport is split up into
bed load transport and suspended load transport. Bed load transport is always treated
as a direct function of the near-bed velocity or bed shear stress; in 2DH the bed shear
stress follows the depth-averaged flow, whereas in 3D it follows the near-bed flow.
Suspended sediment concentration in some models is only a function of the local flow
and wave conditions, but in most it is solved using the advection-diffusion equation in
2DH or 3D. The largest differences between 2DH and 3D sediment transports can be
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observed in the surf zone and in strongly curved areas, as well as in areas with strong
density gradients in the horizontal and/or vertical. Depending on the discretization
scheme of the governing equations these models can be operated in a regular grid or
flexible finite element mesh. A large number of coastal area models are available in
various suites either as open-source codes or as commercial software. The main
characteristics of well-known and widely-used coastal area models are compiled and
shown in Table 2.1 .

The general setup and procedure to perform morphological bed evolution simulations
with coastal area models is briefly outlined below.

1. Aninitial 2D bathymetry of the study area is constructed.

2. Given certain forcing sea-states for the wave driver and boundary conditions for

the hydrodynamic model, simulations are executed for both models operating in
a two-way or one-way coupled mode.

3. The sediment transport field is computed based on the hydrodynamic flow field,

the wave orbital motion, the sediment characteristics and the bathymetry.

4. The bathymetry is updated based on the sediment transport gradients.

5. Return to step 2 for a full update of waves, flow and sediment transport field or to

step 3 for an intermediate update of the sediment transport field.

6. The model execution is terminated when all the forcing sea-states have been

simulated and the final predicted bed levels are obtained.

To expand on the above, it is noteworthy to highlight two approaches of morphological
modelling, one where waves, currents and morphology exchange feedback constantly
and the second one where it is considered that the sediment transport and morphology
evolve in a slower scale than the hydrodynamics, hence, only the sediment transport
field is recomputed after the bathymetry update. The first and more detailed approach is
based on the constant interaction and feedback exchange between waves
hydrodynamics and sediment transport morphology. This approach is called
“Morphodynamic” (Olij, 2015). On the other hand, when the wave, hydrodynamic and
sediment transport/morphology simulations for each sea-state are executed considering
the same initial bathymetry without updating the bed levels at each model time-step and
then the final bed is obtained as a weighted average of each morphological simulation,
then the approach is called “Morphostatic”. It can be deduced that considering the
interaction of all the feedback mechanisms between waves-currents and the sediment
transport, leads to more time-consuming simulations, but is necessary when modelling
complex phenomena such as the migration of a sandbar.

Coastal area models are capable of resolving most coastal processes (depending on
the type of wave driver, flow and sediment transport model) and can therefore be
implemented in a variety of scales and applications, from small-scale coastal engineering
problems to macro-scale evolution of tidal basins. Considering the basic aspects and
features of the three categories of coastal modelling tools, Table 2.2 provides an
overview of the scales and typical applications where each model category is best suited
to be implemented.

71



Table 2.1

Main characteristics of available coastal area models, adapted and updated from (Roelvink and Reniers, 2011).

Model Wave driver Hydrodynamic model Sediment transport Bed composition  Grid system Availability
DELFT 3D spectral wave structured or curvilinear
2DH/3D 2DH/3D sand & mud 3D ) open source
(structured) averaged grid
spectral wave )
DELFT 3D FM 2DH/3D 2DH/3D sand & mud 3D unstructured mesh commercial
averaged
tral
MIKE 21 SPECTaIWAYE  DHI3D 2DH/3D sand & mud 3D unstructured mesh commercial
averaged
spectral wave
Telemac 2DH/3D 2DH/Q3D sand & mud 3D unstructured mesh open source
averaged
spectral wave commercial (through
CMS 2 2DH 2DH/3D sand 2DH structured grid ( e
averaged SMS)
spectral wave structured or curvilinear
ROMS-SED 3D 2DH/3D sand 3D . open source
averaged grid
spectral wave structured or curvilinear .
MOHID 2DH 2DH/3D sand 2DH ) commercial
averaged grid
phase-
resolving or structured or curvilinear
XBeach 2DH Q3D sand or gravel 2DH ) open source
short-wave grid
averaged
FUNWAVE- phase- .
. 2DH Q3D sand or mud 2DH structured grid open source
TVD resolving
spectral wave
COAWST 3D 2DH/3D sand 3D unstructured mesh open source
averaged
SCIENTIA phase- . .
. 2DH 2DH/Q3D sand 2DH structured grid commercial
MARIS resolving
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Table 2.2

Spatial and temporal timescales of typical coastal engineering applications: profile models (red
font), coastline models (green font), coastal area models (blue font)

Timescale/Spatial

1m — 1km 10m — 10km 100m — 100km
scale

Dune erosion, bar
1hour — 10days formation due to

extreme events

Reset events

Effect of shoreface Impact of harbour Longshore

nourishments extensions spreading of

nourishments

1day — 10years Evolution of beach  Mega Coastal response

states nourishments to wave climate

Impact of coastal variability
structures

Climate change

Evolution of tidal Evolution of tidal

impact on profile inlets & climate basins
havi h i t
1year — 1000years behaviour change Impac
assessment
Large scale

coastline evolution

Observing Table 2.2, it can be deduced that coastal area models are usually applied in
the most practical applications of coastal engineering, especially spanning from coastal
areas of a few meters up to large 2D areas with alongshore variability with or without the
presence of coastal structures. However, at spatial scales of a few hundred meters, it is
desirable to model in great detail the wave transformation and wave-driven flow patterns
and the corresponding morphology changes around small structures such as groynes
and detached breakwaters. This implies that small grid cell sizes are required to resolve
the main processes in turn leading to small time steps to satisfy stability restrictions
imposed by the hydrodynamic models. Consequently, simulating these applications is
computationally intensive, especially when predictions over longer time periods than a
storm event are required. Hence, although coastal area models can accurately resolve
the dominant processes driving coastal bed evolution in turn they are associated with
staggering computational burden, especially when desiring to obtain coastal bed
evolution predictions in the medium term (1-10 years).

2.2. Morphological upscaling and acceleration techniques

To combat the excessive computational effort and time constraints of the coastal area
models when simulating medium to long term changes for larger scale applications
several acceleration techniques have been realized (Lesser, 2009; Jimenez & Mayerle,
2010). Most approaches take advantage of the fact that the morphological evolution of
coastal features for practical engineering applications usually occurs at timescales
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several order of magnitude larger than the hydrodynamic fluctuations driving sediment
transport. Indicatively, de Vriend et al., 1993, highlight three distinct approaches to
accelerate morphological modelling simulations.
e Model reduction, in which smaller-scaler processes are not described in
great detail allowing for the coastal model to be reformulated.
o Behaviour oriented modelling, which attempts to model the phenomenon
of interest without attempting to describe the underlying processes.
¢ Input reduction, which is based on the premise that the residual (long-term)
effects of smaller-scale processes can be obtained by applying models of
those smaller-scale processes forced with reduced “representative” inputs
Regarding model reduction, several methods have been utilized in literature and are
discussed thoroughly in Cayocca, 2001, Dodd et al., 2003 and Roelvink, 2006.

The first method entitled “tide averaging” or “elongated tide” (Latteux, 1995) is based
on the premise that morphological changes within a single tidal cycle are usually very
small compared to the trends over a longer period, and such small changes do not affect
the hydrodynamics or sediment transport patterns significantly. It is then acceptable to
consider the bottom fixed during the computation of hydrodynamics and sediment
transport over a tidal cycle. The rate of bed level changes is then computed from the
gradients in the tidally averaged transport. Starting from an initial bathymetry, the wave—
current interaction is solved over a tidal cycle, using an iterative approach. The resulting
hydrodynamic and wave fields are then provided as input into a sediment transport
model, which computes bed load and suspended load transports over the tidal cycle.
The averaged result is then utilized to compute bed changes. The updated bathymetry
is finally fed back to the hydrodynamic module and the method is repeated. The
morphological time step is numerically restricted (for explicit schemes) by the Courant
number and additionally the accuracy of this method depends on the time integration
discretization scheme (usually an explicit Euler scheme). Because of these limitations
on the morphological time step, it is necessary to update the transport rates regularly.

An improved version of the “tide-averaged” approach is the “continuity correction”
method (Roelvink, 2006). It is a frequently applied method to adjust the flow field after
small changes in the bathymetry given that the sediment transport rates S is a function
of the current speed u and the wave orbital velocity u,,:

S = f (¥, uorp) (2.1)

Since the flow pattern is assumed to not vary for small bottom changes, the local flow
rate g can be assumed to be constant:

G =hi (2.2)

where h is the still-water depth and u the current speed.
The same assumption can be adopted for the wave field, the significant wave height

H,, peak wave period T,, and angle of wave incidence «,, are kept constant and only the
wave orbital velocity has to be readjusted to the local water depth.
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Adaptation of the sediment transport field is hence decomposed on merely adjusting
the flow-velocity and orbital velocity and recomputing the sediment transport using Eq.
(2.1). The main limitation of the “continuity correction” approach is the assumption that
the flow rates and patterns remain constant over time. In the case of a shallow area
becoming even shallower (e.g. due to the formation of bars or increased accretion), the
flow velocity keeps increasing under this approach, whereas in reality, the flow will adjust
around the shallow area subject to the increasing dissipation due to bottom friction.

The need to often interpret the outcome of initial sediment transport computations
without resorting to the full morphodynamic simulations led to the development of the
“‘RAM” (Rapid Assessment of Morphology) approach. With the same assumptions as the
“continuity correction” approach as a basis, i.e. that no significant changes to the flow
and wave field are expected when the bottom changes are small, the tide-averaged
transport rates are a function of flow and wave patterns which do not vary on the
morphological time-scale, while the local depth does. Essentially, given a certain set of
nearshore currents and wave characteristics, the sediment transport at a given location
is only a function of the water depth.

In dynamic areas, such as estuaries and outer deltas, the RAM method may work well
enough to be applied as a quick updating scheme. As soon as bottom changes become
significant, a full simulation of the hydrodynamics and sediment transport is carried out
for a predefined number of input conditions. A weighted average sediment transport field
is then determined, which is the basis for the next RAM computation over, say, a year of
morphological time. The updated bathymetry is then fed back into the detailed
hydrodynamic and transport model. A flow chart indicating the operation of the “RAM”

Initial Bathymetry -

approach is given in Figure 2.3.

y -

Weighted average
transport

Figure 2.3. Flow chart of the operation of the RAM approach
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The most widely used method of model reduction is the Morphological acceleration factor
(Morfac) approach (Lesser, 2009; Lesser et al., 2004). This approach multiplies the bed
level change rates, obtained in each morphological timestep by a constant factor n.
Effectively, by taking advantage of the difference in the timescales of the morphological
evolution of coastal features compared to the hydrodynamic fluctuations, if simulations
are performed for instance for one tidal cycle, the use of the Morfac allows to simulate
morphological changes after n tidal cycles. An advantage of the aforementioned method
is, that short-term processes are coupled at each flow time-step level, which makes it
easy to include various interactions between flow, sediment transport and morphology,
and also renders the need to store large amounts of data between processes redundant
(Roelvink, 2006). What clearly distinguishes this method from other model reduction
techniques is that the bottom evolution is computed in much smaller time steps, even
when relatively large values of n are used.

The use of Morfac has effectively overshadowed all other model reduction techniques
and is offered exclusively as an option to all commercial or open-source software
showcased in Table 2.1 due to its simplicity, ease of implementation and achieved model
run-time reduction. However, the use of large Morfac values introduces errors in the
simulations due to the non-linear response of the sediment transport to the wave forcing
(Lesser, 2009). Clearly defined limits about the allowable values of the Morfac do not
exist in the literature since Morfac depends upon a wide array of parameters. Lesser,
2009, stated that for the DELFT3D model and for coasts under wave attack a maximum
value of 100 can be utilized for the morphodynamic simulations and argued that for
extreme sea-states Morfac values should be close to unity, hence a hybrid model
reduction approach should be considered. Knaapen and Joustra, 2012, assessed Morfac
values in the Sisyphe model of the Telemac suite for three separate cases, a laboratory
trench case, a river floodplain and an estuary and concluded that large factors can be
used in stationary situations however for the more complex cases (as an estuary) using
values higher than 20 introduces error in the simulations, in the form of increasing the
RMSE compared to the benchmark prediction (Morfac = 1). Ranasinghe et al., 2011,
extensively examined the dependencies of the Morfac and concluded that it a function
of the grid cell size, the hydrodynamic time step, Froude number and the bed-level
update solution scheme. They then defined a preliminary criterion to estimate a priori
critical values of Morfac based on the hydrodynamic Courant number. However, in cases
where waves are the main factor dricing the nearshore sediment transport it is inherently
difficult to predict the critical value of Morfac. Taking the above into consideration, Morfac
is a widely used morphodynamic upscaling technique, but care should be taken not to
use excessively large values for energetic sea-states that may introduce errors in the
morphological bed evolution predictions.

Behaviour-oriented modelling acceleration techniques essentially encompass the
treatment of complex processes in a simplified manner, such as the shift of the shoreline
position or computation of the sediment transport rates in the swash zone. The most
commonly used methods of this kind revolve around moving shoreline boundary
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conditions (Balzano, 1998; Lynett et al., 2002; Prasad and Svendsen, 2003) and erosion
of dry cells (Lesser, 2009).

Input Reduction or Input Schematization methods have been utilized in the coastal
engineering practice since the 1980’s (Borah and Balloffet, 1985), aiming to reduce the
sheer amount of input forcing conditions required to obtain a medium-term prediction of
the morphological bed evolution. In essence, all Input Reduction methods lead to the
selection of a few “representative” wave conditions which are deemed capable of
reproducing the bed level changes induced by the full wave climate. Nowadays wave
characteristics are readily available through oceanographic databases (e.g. Copernicus
Marine Service, Copernicus Climate Data Store, AVISO) for the global ocean at 1 or 3-
hour intervals. It can be deduced that simulations with coastal area models considering
hourly changing boundary conditions is prohibitive for practical applications.
Consequently, considering this rapid increase of the available sea-state wave
characteristics, exploring ways to further speed up the demanding morphological
simulations by further enhancing the Input Reduction Methods is especially important.
Hence, this dissertation aims to systematically evaluate and develop new wave Input
Reduction methods, able to reduce the required computational effort while maintaining
reasonable accuracy in model results. In the following subsection the basic theoretical
aspects and main branches of Input Reduction methods are briefly presented and
analysed.

2.3. Basic aspects of Input Reduction
When desiring to obtain a reduced set of representative conditions from a timeseries of
offshore wave characteristics or a wave climate obtained from empirical methods, it is
important to define the dominant forcing/input parameters for the area of application. A
typical list of input parameters for coastal area models is given below (Roelvink and
Reniers, 2011):

1. tidal amplitude or phase within the spring-neap cycle

2. offshore sea-state wave characteristics (significant wave height H, peak wave

period T, and mean wave direction MWD)

3. wind speed and direction

4. surge level

5. river & sediment discharges
Considering microtidal coastal areas with dimensions of a few km (hence the wind effect
and surge levels can be considered to have small variations along the domain) and no
significant point discharges are present, it can be deduced that the main input parameter
driving the sediment transport and subsequent bed evolution is the offshore sea state
wave characteristics. Based on this observation, thereafter the wave Input Reduction
(IR) methods which in a general sense derive a set of predefined representative wave
conditions using a quantity driving the medium-term morphological evolution as a proxy,
will be presented and analyzed. Many parameters affect the performance of IR methods
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(Benedet et al., 2016; de Queiroz et al., 2019; Walstra et al., 2013) with the following
parameters having the most prominent effect:

e method & proxy quantities to select the representative wave conditions

¢ number of representatives

e sequencing of the wave climate

e desired duration to be simulated
To evaluate the performance of IR methods various error statistics aiming to measure

the model’s accuracy or skill are commonly utilized. The usual approach (Benedet et al.,
2016; de Queiroz et al., 2019; Luijendijk et al., 2019; Papadimitriou et al., 2020; Walstra
et al.,, 2013) is to compare the results obtained by implementing an IR method to a
“benchmark” simulation, containing the full set offshore sea-state characteristics or a
robust wave climate (i.e. >50 cases). This benchmark simulation is often called “Brute
force” or “reference” and is commonly used in practice, since in most cases no detailed
field measurements of coastal bed elevation are readily available, especially in tandem
with buoy measurements of wave characteristics.

The most common measures of a morphological model’'s accuracy are the Mean
Absolute Error (MAE), Mean Square Error (MSE) and Root Mean Square Error (RMSE).
Given a set Y of J forecast predictions (the results obtained by implementing the IR
methods in this context) and X a set of observations (the results of the Brute force
simulation) the MSE is calculated as (Sutherland et al., 2004a):

J
1
MSE(Y,X) = 7;(% —x)? = (Y = X)?) (2.3)

where the angular brackets denote averaged quantities.
The morphological model’'s skill is a non-dimensional measure of the accuracy of a

prediction relative to the accuracy of a baseline prediction (Sutherland et al., 2004a),
which could, for example, be the initial bathymetry, a random choice (from the possible
range of outcomes) or a simple empirical predictor (such an equilibrium coastal profile).
The most commonly used measure of skill for morphological bed evolution applications
is the Brier Skill Score (BSS) which has been employed in numerous studies (de Queiroz
et al., 2019; Papadimitriou et al., 2022b, 2020; Sutherland et al., 2004a, 2004b; van Rijn
et al., 2003; Vousdoukas et al., 2011). The BSS is calculated as follows:
MSE(Y,X) _ ((Y — X)?)

BSSzl—m—l—m (24)

where B is a baseline prediction, usually taken as the initial bathymetry.

Perfect agreement with measurements gives a BSS of 1 whereas modeling the
baseline condition gives a score of 0. If the model prediction is further away from the final
measured condition compared to the baseline prediction, the skill score is negative. As
shown in Eq. (2.4) these skill scores are unbounded at the lower limit. Therefore, they
can be extremely sensitive to small changes when the denominator is small, as is the
case with other non-dimensional skill scores derived from the ratio of two numbers.
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Additionally, large negative values can be obtained even from models which a change
of the correct order of magnitude when the measured change is very small. The following
classification of the BSS (Sutherland et al., 2004a) is widely utilized to evaluate the
performance of morphological models as shown in Table 2.3:

Table 2.3
Classification for the BSS (Sutherland et al., 2004a)
Classification BSS
Excellent 0.5-1.0
Good 0.2-05
Reasonable/Fair 0.1-0.2
Poor 0.0-0.1
Bad <0.0

Based on the methodology followed and corresponding proxy quantities used to select
the representative wave conditions, various wave IR methods have been realised and
can be divided into the following categories:

e Representative morphological wave height (RMWH) selection methods (Borah
and Balloffet, 1985; Brown and Davies, 2009; Chondros et al., 2022;
Chonwattana et al., 2005; Karambas et al., 2013; Karambas and Samaras, 2017;
Papadimitriou et al., 2022a; Pletcha et al., 2007)

¢ Binning Input Reduction (BIR) methods (Benedet et al., 2016; de Queiroz et al.,
2019; Papadimitriou et al., 2020; Roelvink and Reniers, 2011; Walstra et al.,
2013)

e Clustering Algorithms (CA) wave schematization methods (de Queiroz et al.,
2019; Papadimitriou and Tsoukala, 2022)

In the following subsections the background and methodology of the three branches of
wave Input Reduction will be presented.

2.3.1. Representative morphological wave height selection methods
The oldest -but still widely used- RMWH methods divide the bivariate wave climate

(significant wave height and angle of wave incidence) into directional bins of fixed size,
and then for each bin a representative wave condition is obtained using a quantity
considered vital in driving longshore sediment transport as a proxy. Based on this
concept, Borah and Balloffet, 1985, presented a method to select annual “equivalent
wave heights” based on the conservation of the alongshore component of wave power
as shown below:

E(fi) H?}eTp_e cosa,sina,; = Z(fng,iTp,i cos a; sin airb) (2.5)

where: H;, denotes the yearly “equivalent” significant wave height, T,. the yearly
equivalent peak wave period, a, the yearly equivalent wave incidence angle, with the
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subscript b denoting the value at the breaker line. In the right-hand side of the Eq. (2.5)
the subscript “i”
occurrence of each event.

Considering identical angles of wave incidence, Eq. (2.5) can be rewritten in the

following form (Karambas et al., 2013):

denotes individual wave events, with f; being the frequency of

Z(f'Tpi)
e A ol 2.6
Tpe S (2.6)
X(f TpiH3)
H2 — ip 4 2.7
s,e Tp,e Zfl ( )

The frequency of occurrence of each representative condition is the sum of the
individual frequencies of occurrence f; of the members of each directional bin. This
method has been used in many studies (Karambas et al., 2013; Karambas and Samaras,
2017; Tsiaras et al., 2020) and practical applications, taking advantage of its relative
ease of implementation (since calculations can be usually carried out within a single
spreadsheet). However, calculation of a representative incidence wave angle is not
clearly defined and often can be taken as the mean value of each directional bin.

Chonwattana et al., 2005, followed a similar approach aiming to expand on the
concept of representative morphological wave heights using the conservation of wave
energy flux along a wave ray and coupling it with either bulk longshore or cross-shore
transport formulations. Hence, conservation of wave energy flux along a wave ray orders
that:

Hsz,lcgl = Hsz,zcgz (2.8)
where H; is the significant wave height and C,is the wave group velocity. The subscripts
“1” and “2” denote two sequential positions along the wave ray.

Substituting the value of wave group velocity for the deep water (C; = i—?) in Eq. (2.6)
and eliminating constants we obtain the following relationship.

HZ1Tp1 = H2,Ty (2.9)
Taking the component of the wave energy flux in the longshore direction one obtains:

HZT,sina, = C; (2.10)

where a, is the deepwater wave incidence angle relative to the shore-normal and C; a
constant.
Similarly, for the cross-shore direction Eq. 2.7 takes the following form:

HZT,cosa, = C, (2.11)

where C, is a constant.

With the assumption that longshore sediment transport rates (S) depend on the
longshore component of the wave energy flux in the surf-zone (USACE, 1984), and
utilizing the formula of Vongvisessomjai et al., 1993, one obtains:
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S = 0.064208H2>cos(ad?%)sin(2a,) (2.12)
If the longshore sediment transport is conserved, Eq. (2.12) yields:
H25cos(a%?%)sin(2a,) = C5 (2.13)

where (5 is a constant.

Solving Eq. (2.10), (2.11) and (2.13) for each wave record of a given timeseries of
offshore sea state characteristics the representative or “equivalent” values of the
constants C;, C,, C; can be obtained as follows:

( _ 2 fiCy;
“e =737,
iCo
1Ce = Z£ fiz' (2.14)
X fiCs
“e =737,

with f; being the frequency of occurrence of each wave record.
After computing the equivalent values of the constants, the system of equations
shown in Eq. (2.14) is inverted to obtain “equivalent” values of the wave characteristics

(Hse Ty

p,e» Ae) @S shown below.

( _ Cl,e
ape = tan 1=

2,eq
2/5

(2.15)

{y _ C3,eq
#¢ | (cosay)®?5 sin (2a, eq)
Cz,eq

Toe =12
Hsleqcosaoleq

p.e

Chonwattana et al., 2005 also examined an alternative approach, one based on the
conservation of the cross-shore sediment transport component throughout the beach
profile. The authors argued that the calculation of a reduced set of representative wave
conditions should preferably be linked to offshore wave characteristics to further abet
simplicity and speed. Hence, they selected the formula for offshore bar migration
proposed by Kraus et al., 1991 and later modified by Dalrymple, 1992 who defined a
non-dimensional parameter P directly linked to offshore wave characteristics.

H?
3
Wy Tp

P=g (2.16)

where wy is the sediment settling or fall velocity.

If the cross-shore sediment transport is conserved and the sediment characteristics
are considered constant throughout the beach profile, Eq. (2.16) yields:
Hs =C (2.17)
T, '

where C, is a constant.
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Solving once again Eq. (2.10), (2.11) and (2.17) for each wave record of a given
timeseries of offshore sea state characteristics and calculating the constants C, ., C,,
C,. based on the conservation of the cross-shore sediment transport the corresponding
values of the “equivalent” wave characteristics can be obtaining:

( _, Gy,

e = tan~1—

2,eq
1/4
C C

L e (2.18)

' sin (aoreq)

T = Cz,eq

L P° HZ.5c0504,6,

An indicative bivariate plot of H; and «, indicating the equidistant directional bins and
obtained representatives wave conditions utilizing the approach of Chonwattana et al.,

2005 is showcased in Figure 2.3.
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Figure 2.3. Records of offshore sea state timeseries (lightblue dots) and obtained 12
representative wave conditions (red markers). The red boundaries denote the equidistant

directional bins.

Chonwattana et al., 2005 applied a coastal area model in a groyne compartment to
assess the morphological evolution of the coastal bed and assess model performance.
By applying either the system of Eq. (2.15) or (2.18) for a varying number of
representative conditions (ranging from 1 to 16 representative inputs) they concluded
that the required computational effort is reduced significantly, by a factor of 200 with a
small reduction of model efficiency (order of 5%). The two alternative approaches
produced similar representatives and results, with the ones calculated based on the
longshore sediment transport having a slight edge. By increasing the number of
representatives, the root-mean square error (RMSE) of model predictions decreased,
albeit with a proportional increase in computational time. Since the wave climate is
divided in directional bins of fixed size, if the wave energy is concentrated around one
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dominant direction, this method can add more weight in waves generated from directions
that are not so vital in shaping the morphological evolution of the specific study area.

Pletcha et al., 2007, intercompared alternative formulations for the calculation of the
sediment transport rates and obtained different “equivalent” values of wave
characteristics at a coastal lagoon in the Iberian Peninsula. The authors stated that a
number of 8 representatives is adequate to describe the annual morphological evolution
for the particular case. They concluded that the performance of the representative waves
is case specific and sensitive to the longshore sediment transport formulation
considered, implying that a thorough calibration of the morphological model should be
undertaken.

Brown and Davies, 2009, introduced a RMWH method with the goal of maintaining
the statistical properties of the wave characteristics while simultaneously retaining
somewhat the chronology of the events. For that purpose, they divided the annual wave
climate at 4 separate seasons and 4 directional sectors. For each directional sector and
season, a mean value for the significant wave height was selected as the representative
wave condition.

ZfiHs,i
o = X fi
The corresponding representative peak wave periods were obtained by applying the
correlation of Jonswap wave prediction method. Ultimately 16 representative wave
conditions were obtained, superimposed with two additional extreme sea-states
introduced in the autumn and winter seasons. This RMWH selection method is the only
one attempting to retain a form of wave chronology, since information about the
sequencing of individual sea-states is inherently lost by grouping and then schematizing

(2.19)

an annual wave climate. However, this method usually requires a higher number of wave
representatives compared to the methods of Borah and Balloffet, 1985 and Chonwattana
et al., 2005, and does not take into account the non-linear relationship between the wave
height and the longshore sediment transport rates.

2.3.2. Binning Input Reduction methods
Binning Input Reduction methods have been used in numerous studies of medium-term

coastal area morphological modelling (Antolinez et al., 2016; Benedet et al., 2016; de
Queiroz et al., 2019; Hendrickx et al., 2023; Lesser, 2009; Papadimitriou et al., 2020;
Van Duin et al., 2004; Walstra et al., 2013). The main distinction from RMWH methods
is that the directional bins are not predefined and are also characterized by an uneven
size. In general, the bivariate wave climate of wave height and mean wave direction (or
angle of wave incidence) is divided in a predefined number of N, bins containing an equal
portion of a proxy quantity considered vital in driving the medium-term coastal bed
evolution (such as the wave energy flux, or longshore sediment transport). The most

widely-used BIR methods are the following (Benedet et al., 2016):
o the Fixed Bins Method (FBM), where the number of directional intervals and
height intervals arbitrarily defined. Initially a given number of directional bins with
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fixed degree intervals is used to divide the offshore sea-state time series and
subsequently, a pre-defined number of wave height intervals is applied to each
wave directional bin. It can be deduced that the wave height intervals of the
subdivisions are fixed, but do not necessarily have the same range between the
directional classes.

¢ the Energy Flux Method (EFM), in which instead of arbitrarily defining the wave
directional bins with fixed intervals like in the FBM, the EFM directional bins are
calculated as ‘equal wave energy flux’ intervals, calculating the energy flux of
each sea-state as follows:

1
Epi = 1gP9H5iCs (2.20)

Where p is the seawater density and g is the acceleration of gravity.

For instance, if 15 wave representatives are selected a priori, with 5 subdivisions
in the wave direction and 3 in the wave heights, each bin ultimately contains 1/15
of the total wave energy flux.

e the Energy Flux Method with Extreme Events (EFMEE) is similar to the EFM,
however, an extreme wave condition is added to the wave climate in order to
provide a representation of a ‘storm condition’ in an averaged wave climate. a
representation of a ‘storm condition’ in an averaged wave climate. The extreme
wave class contains the 12 wave records with the highest wave energy in each
wave directional bin (probability of yearly exceedance of 0.137%), therefore there
is always one extreme wave case per directional bin in this method.

o the CERC Method is similar to the EFM however instead of the wave energy flux
it uses sediment transport rates to define the wave direction and height bins.
Sediment transport rates are calculated with the empirical CERC formula
(USACE, 1984).

S;=K 16y0'5(pf\—/§p)(1 ey HZ5sin (2a,) (2.21)
The main principle of the method is the definition of wave classes that represent
similar accumulated potential longshore sediment transport. The directional and
wave height bins are calculated considering ‘equal transport’ intervals. Compared
to the EFM the CERC Method yields somewhat similar wave classes with small
differences (Benedet et al., 2016; de Queiroz et al., 2019) with the biggest
difference between these two methods is that the wave direction is explicitly
considered in the CERC Method.
Having laid the foundations of each of the 4 BIR methods, the following steps are
generally undertaken to schematize timeseries of offshore sea-state wave
characteristics and obtain N, representative conditions (Benedet et al., 2016):
1. A scatter plot of significant wave height (Hy) vs mean wave direction (MWD) or
wave incidence angle relative to the shore normal (a,) is prepared.
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2. The time series of offshore sea-state characteristics is divided into a pre-

determined number of wave directional bins (N;).

The number of wave height subdivisions (N,,) that each wave direction will be
further divided into is defined.

Wave classes then defined as a result of N;*N,, intersections among the wave
height and directional bins using a proxy quantity depending on the BIR method.
At first (Figure 2.4b), the boundaries of the directional bins are defined since each
bin contained an equal portion of the proxy quantity of choice (e.g. Ef /Ny, for the
wave energy flux). Then (Figure 2.4c), each directional bin is further subdivided
in N, wave height bins (e.g. each bin contains a portion of Ef/(N;*Ny) for the
wave energy flux input reduction method).

A set of N, representative wave characteristics, taken as the mean value of each
class and the corresponding frequency of occurrence are obtained.

The procedure to define 20 classes and representative wave conditions, with 5
directional and 4 wave height bins is showcased in Figure 2.4 for the EFM.
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Figure 2.4. Procedure to define classes through the EFM (Benedet et al., 2016)

The difference between the classes and obtained 12 representative wave conditions
obtained by implementing the FBM and the EFM for a given set of offshore sea-state
characteristics is illustrated in Figure 2.5. The difference is the bin definition for the two
methods is notable, since those obtained through the EFM are characterized by an
uneven size and thus can better capture the concentration of wave energy around the

perpendicular angle of wave incidence for the particular wave climate.
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Figure 2.5. Obtained classes (bounded by the red rectangles) and 12 representative wave
conditions (red markers) for an arbitrary dataset of offshore sea-state wave characteristics (light
blue markers) using the (a) FBM and (b) EFM.

A more sophisticated BIR method, called the “Opti-Routine” (Roelvink and Reniers,
2011) attempts to reproduce more accurately the complete accretion/erosion patterns
utilizing sequential numerical model simulations. The general outline of this method is to
perform short-term simulations for each record of the full offshore sea-state wave
characteristics to obtain the target sedimentation/erosion patterns and then through an
automatic trial and error approach reducing the number of wave representatives by
keeping sea-states with largest contribution in shaping the sediment transport regime
(Roelvink and Reniers, 2011). The general steps of the “Opti-Routine” are as follows:

1. Simulations to obtain initial sedimentation/erosion patterns for the full wave
climate (usually > 50 sea-states) are executed and the results are added based
on the frequency of occurrence of each sea-state to obtain the weighted average
target pattern.

2. A large number of “mutations” are created (usually at the order of 1000) where
the frequencies of occurrence of each mutation varies within a certain range. For
each of these mutations the weighted average pattern is computed and error
statistics in this pattern compared to the target pattern are also kept track off.

3. The “mutation” with the smallest error is kept.

4. The “mutation” with the smallest contribution to the average pattern is removed.

5. Return to step 2 and repeat the procedure until a predefined number of
representatives N,. is obtained.

By repeating this procedure, it can be deduced that the frequencies of occurrence
gradually grow or reduce until they become either dominant or extinct, and that the
overall pattern remains almost unchanged until a number between 5-10 representative
conditions are selected. Selecting fewer representatives than 5 usually sharply increases
the error and should be avoided. The “Opti routine” has a strong theoretical basis and
can be applied for any coast configuration, however it is associated with significant
additional computational burden compared to the other BIR methods since it requires the
sequential execution of a large number of numerical simulations.

86



Chapter 2. Numerical modelling of coastal bed evolution & wave Input Reduction principles

A

As has been previously mentioned, while the main theoretical aspects that drive the
medium-term morphological bed evolution are generally universally acknowledged, in
turn the unique morphological and metocean conditions of each coastal area greatly
influences the performance of wave Input Reduction methods. Motivated by this, several
researchers have attempted to systematically evaluate the performance of wave Input
Reduction methods for interannual morphological bed evolution aiming to provide
practical recommendations and guidelines about the best IR method and optimal
configuration.

Walstra et al., 2013 examined in two study sites various aspects affecting the
performance of the FB and EFM methods of input reductiom, i.e. the wave climate
duration T, the method to select representative wave conditions, testing the Fixed Bins
and the Energy Flux method, as well as the sequencing of wave conditions. The
performance of the BIR methods was compared to Brute force simulations of 3 years
with wave conditions measured at 3-hour intervals. They concluded that BIR methods
inherently introduce error in model predictions which are influenced by all the
abovementioned parameters. They stated that the Energy Flux method performs better
than the Fixed Bins method while a random ordering of wave conditions (i.e.
interchanging lowly and highly energetic sea-states) also gives the best results since it
resembles the variability and stochastic nature of the wave conditions in field sites. In a
similar manner, Benedet et al., 2016, performed a comprehensive evaluation of the
different types of BIR methods for a beach nourishment project in Florida, USA. They
performed sensitivity analysis on the number of representatives performing simulations
with 6,12, 20 and 30 conditions respectively, utilizing upscaling with Morfac. The
performance of the BIR methods was compared to a Brute force simulation containing a
detailed wave climate of 62 cases by calculating the corresponding RMSE. They
concluded that the best performing methods were the Energy Flux method followed by
the “Opti-Routine” when a number of 12 representatives is selected. The Energy Flux
method with Extreme Events performed well when a high number of representatives is
considered (>20), with a rapid deterioration of results for a lesser number. Ultimately, the
authors stated that a number of 12 representatives is adequate to reproduce
morphological bed evolution at an annual scale.

A disadvantage of performing simulations through the “Morphodynamic” approach
(considering constant feedback between wave, hydrodynamics and morphology) is that
the simulation duration has to be the same as the full wave climate (Benedet et al., 2016;
Papadimitriou et al., 2020) and the biggest reduction of model run-time is due to the
lower spin-up times required for the reduced amount of input conditions. de Queiroz et
al., 2019 evaluated the performance of BIR methods and the RMWH method of Brown
and Davies, 2009, in reproducing sandbar dynamics for the same study sites as the ones
shown in Wallstra et al., 2013. The main focus of the research was the evaluation of the
effect of the number of representatives and the sequencing of wave conditions utilizing
the coastline model UNIBEST-CL. As far as the sequencing of the wave conditions is
concerned, they tested four different settings, (a) Random sequencing, (b) Markov chain,
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(c) Monte Carlo Markov chain and (d) Monte Carlo Markov chain with repetition. From
their evaluation for the specific study sites the authors concluded that the best performing
was the CERC method followed by the EFM, while the RMWH method was the worst
performing one. Despite retaining some form of the original chronology with the Markov
chain & Monte Carlo methods ultimately the Random ordering of wave representatives
was the best performing one. In accordance to Benedet et al., 2016, a number of 10
representatives was considered adequate to emulate inter-annual migration of a
sandbar. Despite the aforementioned research efforts that focused on evaluating the
performance of BIR on various study sites, clear practical guidelines about the best
performing BIR methods depending on the approach followed (“Morphostatic” vs
“Morphodynamic”) have not been provided yet.

2.3.3. Clustering Algorithms
Cluster analysis is a machine learning method for data processing. It centers around

grouping a set of objects in a way that objects in the same group (cluster) are more
similar to each other than to those in other clusters. These groups may reveal
underlaying patterns related to the phenomenon under investigation. Cluster analysis
has many applications in psychology, biology, computer graphics, image processing &
pattern recognition and machine learning. Lately, cluster analysis has been employed in
various studies in ocean and coastal engineering such as storm classification (Martzikos
et al.,, 2018), wave energy resource (Fairley et al., 2020), longshore transport rates
(Splinter et al., 2011), cross-shore profile morphological evolution (Kelp3aité-Rimkiené
et al., 2021) and multivariate wave climate classification (Camus et al., 2011). Since for
most of the aforementioned applications no direct relationship between the data to be
grouped is available, the clustering algorithms tasked with performing the analysis
belong in the branch of “unsupervised learning”. Consequently, no labels and directions
are given to the algorithm which is left on its own to identify the structure in the input
data. Most clustering algorithms are based on the general principle of computing a
distance metric as a similarity measure for a large number of variables, to ultimately
assign data to different clusters. Various clustering algorithms have been developed to
efficiently handle large quantities of data such as K-Means (c), Fuzzy C-Means (Bezdek,
1981) and CURE (Guha et al., 1998) among others. Particularly, K-Means is one of the
most used and notorious algorithms for multivariate cluster analysis that has been proven
efficient in handling wave climate datasets (Camus et al., 2011) and sediment transport
gradients (Splinter et al., 2011). It belongs in the category of centroid-based partitioning
clustering since it identifies the presence and boundaries of clusters by finding their
centroids (the mean point of each cluster).

The K-Means (KM) clustering algorithm divides a multi-dimensional data space into a
pre-determined number of clusters, each one defined by an arbitrary centroid and formed
by the data for which the centroid is located the nearest to (Camus et al.,, 2011).
Essentially, given a dataset of d-dimensional vectors X= {x;,x,,..., x4} the KM algorithm
allocates each observation to the closest cluster, using the Euclidean distance between
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an observation and a cluster centroid as a metric to minimize the sum of errors obtained
by the following objective function:

WY L 222

where E is the sum of the errors for all objects in the dataset, x; is a point in cluster j,
and m; the mean of each cluster (Kelpsaité-Rimkiene et al., 2021).

By selecting j initial centroids, usually obtained through the fast-converging K-
Means++ initialization algorithm (Arthur and Vassilvitskii, 2007), each point is assigned
iteratively to the cluster it is located closest to in order to effectively minimize the objective
function E until a user-defined convergence criterion is satisfied and the centroids are no
longer reassigned. A distinctive characteristic of the KM algorithm is that each data point
belongs uniquely in each cluster.

Various alternatives to the K-Means algorithm can be utilized with the most widely-
used being the following:

o K-Medians, where instead of the mean of each cluster the median is taken as the
centroid of each cluster.
o K-Medoids, where the centroid of each cluster is a point belonging to the original
dataset of observations.
e Fuzzy C-Means or Soft K-Means, in which each data point can belong to more
than one cluster by using a soft membership function.
The a priori determination of the number of clusters and the centroid-based definition of
the cluster boundaries is alluring for the purpose of schematizing a dataset of offshore
sea-state wave characteristics. As in several other machine learning techniques, the data
used as input to the algorithm (a multivariate wave climate of Hg, T, a, for coastal
engineering applications) have to be normalized.

Significant wave height values (H,;), are normalized utilizing a min-max normalization

as follows:

Hgi — Hgimi
Hpnorm = > I (2.23)

Hs,i,max - Hs,i,min

where Hg ; max, Hs,i min are the maximum and minimum recorded values of the significant
wave height encountered in the dataset respectively.
Similarly for the wave periods the normalized value is given through the following
relationship:
Tyi — Tpimi
Tpnorm = = LT (2.24)

Tp,i,max - Tp,i,min

where Ty, i max» Tp,imin @re the maximum and minimum recorded values of the peak wave
period encountered in the dataset respectively.

The angle of wave incidence is a circular variable, since the distance between two
given values can be measured clockwise and counterclockwise. This implies that the
maximum difference between two radial directions is 1. Therefore, the distances

89



Chapter 2. Numerical modelling of coastal bed evolution & wave Input Reduction principles

A

between two angles are normalized between [0,1] and the absolute values of the angle
will be normalized between [0,2]. It is assumed that the angles are measured in radians
or that sexadecimal degrees are converted to radians by multiplying them with a factor
of 1/180. The normalized angle a; ,o,-, is found by converting each observed angle «,
of the dataset:

i norm = ﬂ (225)
T
Utilizing the corresponding inverse transform function, the obtained centroids are de-
normalized and a set of representative wave conditions H; ., T;, , a, are obtained. Twelve
obtained centroids and the corresponding clusters (denoted with different colors) are
showcased as a bivariate scatter plot of H; vs «, in Figure 2.6 for an arbitrary annual
dataset of offshore sea-state characteristics.
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0 75 9%

a(®)

Figure 2.6. Records of offshore sea-state timeseries, corresponding clusters and obtained 12
representative wave conditions (large pentagon markers). The different colors of the data points
denote separate clusters

Few research efforts which utilize and evaluate the performance of clustering algorithms
as wave IR methods have been realized (de Queiroz et al., 2019; Papadimitriou and
Tsoukala, 2022). In particular, de Queiroz et al., 2019, tested various clustering
algorithms with different settings (K-Means, Fuzzy C-Means, Maximum Dissimilarity
Algorithm, K-Harmonic Means) for the case of a sandbar migration for two field sites
using the profile model UNIBEST-TC. Their investigation showed that clustering
algorithms perform generally worse than the best Binning Input Reduction methods,
which was attributed to the over-representation of lowly energetic sea-states in the
clustering framework. The best performing CA was found to be the K-Means. However,
a more detailed evaluation of clustering algorithms’ performance as an alternative to the
more classical Binning Input Reduction Methods for an alongshore variable 2D domain,
aiming to enhance the coastal area model results by introducing proxy quantities
important to the medium-term morphological bed evolution has not been undertaken yet.
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Chapter 3

A novel approach to Binning Input Reduction

methods’

Binning wave Input Reduction methods have been utilized extensively in coastal
engineering studies (Benedet et al., 2016; de Queiroz et al., 2019; Walstra et al., 2013)
due to their proven capability to reduce the computational burden of morphological
coastal bed evolution simulations. However, when performing simulations through the
“Morphodynamic” approach, it is usual to combine them with model reduction techniques
to further reduce the computational effort, since the total simulation time forced with the
reduced input has to be identical to that of the full set of conditions ((Benedet et al., 2016;
Papadimitriou et al., 2020)). This chapter proposes a novel approach and further
expands upon the concept of binning IR methods, introducing criteria for the elimination
of lowly energetic sea-states, aiming to further alleviate the computational burden
associated with coastal area modelling simulations.

Two different IR methods will be presented in this chapter, one based on the
calculation of the sediment Pick-up rate, and one based on elimination of wave
conditions based on the non-exceedance of a threshold current speed (Soulsby, 1997).
The common trait of both methods is the elimination of lowly energetic sea-states
considered unable to initiate sediment motion, albeit utilizing a different approach, which
in turn leads to an effective reduction of the length of the dataset and subsequently the
model run-time reduction.

The innovative aspects in this chapter revolve around concerting Input Reduction
techniques with model reduction aspects achieving a significant model run-time
reduction. A robust wave propagation numerical model based on the Parobolic Mild
Slope equation (Chondros et al., 2021) has been extended and enhanced in the
framework of this research and is considered an integral part of the methodologies
presented herein due to complexity of the present approach.

Implementation of the developed methods is undertaken in the coastal area in the
vicinity of Rethymno Port, Crete, Greece utilizing the coastal area model MIKE21 CM
FM. An extensive and comprehensive evaluation of the obtained results is then carried

' Parts of this Chapter have been published in Papadimitriou et al., 2020.
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out and along with the estimation of CPU times clearly highlight the advantages of the
proposed methods.

3.1. Theoretical background and methodology

For flows with very low velocity over a sandy bed the sand layer generally tends to stay
immovable. However, if the flow velocity slowly increases some grains begin to move.
This process is called the initiation of sediment motion or incipient motion (Soulsby,
1997). A similar process occurs beneath waves, and beneath combined waves and
currents. Waves are responsible for stirring sediment while the mean flow is responsible
for transporting it. It follows, that when no significant movement of sediment occurs in a
coastal area, the wave field is usually mild, leading to low current velocities and sediment
transport rates.

For the case of a steady current, the threshold (or critical) depth-averaged speed U,
required to set a grain of mean sediment diameter ds, into motion on an un-rippled bed
with still water depth h can be predicted by a number of methods.

Van Rijn, 1984, proposed the following formula valid for freshwater at 15° C and sand
of density p, = 2650 kg/m?.

o1 4h
0.19d5; logq (d_) for 100 < dgq < 500 um
90

<
I

(3.1)

cr = 4h
8.50d28 log (d_> for 500 < dgg < 2mm
90

with dqq being the characteristic grain diameter exceeding 90% of the grain sizes.
Soulsby, 1997, proposed the following formula, valid for any non-cohesive sediment

having a dimensionless grain diameter D, > 0.1.
1/7

U —70(h) [( 1)d 030 +0.055(1 — e~002D ]1/2 (3.2)
cr — /1 d% gis ) 501+1.2D* . e ) :

where s is the ratio of densities of sediment grains and water and D, is the dimensionless

grain diameter given by the following relationship.
1/3

D, = [@] des (3.3)
where v is the kinematic viscosity of saltwater.

In the alongshore direction, the transfer of momentum from the wave motion to the
mean flow generates longshore currents which are mostly responsible for the transport
of sediments. Considering stationary conditions for a straight coastline and depth parallel
bottom contours, the shear component of the radiation stress tensor S,.,, acts as a driving
force. The counter-force restoring equilibrium (F,) must in turn be supplied by the bed
shear stresses that develop when a longshore current is generated. The alongshore
component of the momentum balance for a steady state and considering alongshore

uniformity can be written as:

ds
B dxy = Thy
x

where 7}, is the time-averaged bed shear stress in the alongshore direction.

(3.4)

B
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Considering a quadratic friction law for the bed shear stress due to the combined
action of waves and currents leads to the following expression:

7, = peglillid (3.5)
where ¢ is the bed friction factor and i is the total velocity due to the combined effect of
waves and currents.

Making a number of assumptions, namely the validity of the shallow water wave
theory, small angles of wave incidence and also that the longshore component of the
current velocity U is significantly smaller than the amplitude of the near bed wave orbital
velocity signal U,,, the time-averaged bed-shear stress in the alongshore direction is
given by:

2
Tpy = EpCfUWU (3.6)

with U being the longshore current speed velocity magnitude.

The amplitude of the wave orbital velocity above the bed for the case of a
monochromatic wave of height H and period T can be approximated through the linear
wave theory as:

v, =— "
T sinh(kh)

For random waves, the wave field is represented by a sea-state spectrum composed of
different frequencies, amplitudes and directions, the root-mean square wave orbital
velocity signal near the bed (denoted as U,,,,5) can be computed by summing the velocity
contributions from each district frequency component (derived from the linear wave
theory) over the whole frequency range. Soulsby and Smallman, 1986, proposed the

(3.7)

following approximate formula to compute U, :
U 0.25H
TS T (1 + At?)

where T,, = \/h/g is the natural wave period, H; is the significant wave height, and 4 and

(3.8)

t are non-dimensional parameters defined as:
A = [6500 + (0.56 + 15.54t)°]%/6 (3.9)

t=£= h1 (3.10)
T, gT,

where T, is the zero-crossing wave period, taken usually as T, = T, /1.28 with T,, being
the peak wave period of a Jonswap spectrum.
Thereafter, combining Eq. (3.4) and (3.6) one can obtain the value of longshore
current speed as follows:
Sy, m

U=——7 T (3.11)

For regular waves, the maximum value of the longshore current speed occurs at the
breaking point, i.e. the point where initiation of wave breaking takes place. Irregular
waves exhibit a more saturated surf zone and the maximum value is not encountered
specifically at the point where initiation of breaking occurs, but still lies within the surf
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zone. If the values of the longshore current speed obtained through Eq. (3.11) at a given
still water depth h exceed the threshold current speed calculated through Eq. (3.2) then
initiation of sediment motion is considered to take place.

The most precise and commonly used measure of the threshold of motion is
expressed in terms of the ratio of the force exerted by the bed shear stress acting to
move the sediment grains on the bed layer, to the submerged weight of the grain resisting
to this action. This theory was initially developed by Shields, 1936 giving birth to the
homonymous threshold Shields parameter 6., which can be calculated by the following
expression proposed by Soulsby & Whitehouse 1997.

4
=+ 0.055(1 — e~0020) (3.12)

Near the bed, due to turbulence and friction effects, an oscillatory wave boundary layer
is generated in which the wave orbital velocity rapidly increases from zero at the sea-

Ocr =

bottom to the value of U, at the top of the boundary layer. As has been previously
mentioned the most important hydrodynamic property of waves contributing to sediment
transport is the bed shear stress they produce. This stress is usually dependent on the
wave orbital velocity signal near the bed U, and the wave friction factor f,, and is
computed via the following relationship:

1
Tow = 5 Pfuli (3.13)

The wave friction factor depends on the status of the flow, namely if it is laminar, smooth-
turbulent or rough-turbulent, which in turn is related to the wave Reynolds number R,,
and the relative roughness r. The latter quantity is calculated through:
U, T
r= 2mk
where k; is the Nikuradse equivalent sand grain roughness.

(3.14)

For rough-turbulent flows, as is generally the case for a coastal bed under wave
attack, the wave friction factor depends on the relative roughness r and the wave orbital
velocity excursion near the seabed. The formulation of Swart, 1974, reads:

_ (0.3 forr <1.57 3.15
¥ 7 10.00251¢521r™°" forr > 157 (3.15)
The non-dimensional Shields parameter 6 is then obtained through the following
relationship:
Thw
=——— 3.16
9dso(ps — p) (3.16)

It can be deduced that initiation of sediment motion occurs when the values of the Shields
parameter 8 exceed the threshold values of 6., obtained through Eq. (3.12).

A quantification of the eroding capacity of individual sea-states can be achieved by
calculating the sediment Pick-up rate P. Van Rijn, 1986, defined the pick-up process for
various flow velocities (in the range of 0.5-1.5 m/s) and sand diameters (100—1500 ym).
Thereafter, van Rijn et al., 2019, extended the Pick-up rate function for high flow
velocities (in the range of 2—6 m/s) by introducing a damping factor f,, incorporating all
the additional effects on sediment movement in high velocities, such as the damping of
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turbulence (turbulence collapse) in the near-bed area where sediment concentrations
are larger. Ultimately, the Pick-up rate function reads:

H-H ].5
P = 0.00033p,[(s-1)gds)] 1/21)2-315[(7”)] (3.17)

It can be derived from Eq. (3.17) that the Pick-up rate function becomes zero if 9<6,,..

Having laid the foundations of the criteria for initiation of sediment motion, two distinct
methodologies of Binning IR methods were developed in the framework of this thesis
and will be presented hereafter. The first method eliminates waves conditions based on
the Shields criterion of incipient sediment motion (solely for the impact of waves) and
calculates the wave representative conditions based on the Pick-up rate function (Pick-
up rate method). The second method eliminates waves conditions by calculating the
longshore current speed potential of each sea state (Threshold Current method) and
comparing it to the threshold current speed obtained from Eq. (3.2) and obtains the
representatives using the wave energy flux as a proxy. The distinct steps to obtain
representative wave conditions through each method are presented in the following
subsections.

3.1.1. Pick-up rate wave schematization method
In this subsection the steps to determine the representative wave conditions, utilizing the

Pick-up rate wave input reduction method are presented. The larger portion of this
method is rather simple in conceptualization and execution and can be reproduced either
by employing a simple computer code or performing calculations in a spreadsheet. The
distinct steps of this method are as follows:

1. Timeseries of offshore sea-state wave characteristics (e.g. either by buoy
measurements, or hindcast simulations from oceanographic databases) are
obtained for a desirable time range T,,.. The wave characteristics that are usually
required by the binning input reduction methods are H,T, (or another
characteristic wave period) and MWD (Mean Wave Direction).

2. The timeseries are then filtered by disposing off records that do not contribute in
shaping the bed evolution, namely sea-states exiting the computational domain.

3. The critical Shields parameter 6, through Eq. (3.12) is calculated.

4. Wave characteristics at a characteristic depth (at around h=8-10 m) are obtained.
For this purpose, either a wave ray model (O’Reilly and Guza, 1991), a spectral
wave model (Benoit et al., 1996), or a Mild Slope wave model (Chondros et al.,
2021; Karambas and Samaras, 2017) can be used. For this implementation, a
Parabolic Mild Slope model with non-linear dispersion characteristics, able to
treat unidirectional random wave propagation enhanced during the scope of this
thesis, entitled PMS-SP was used. The reason for utilizing this model is the
accuracy in prescribing the wave field in mildly sloping beaches due to
incorporation of non-linearity and the saving of considerable computational time
relative to the time-dependent formulations of the hyperbolic mild slope equation.
After obtaining the wave climate in the nearshore area a “1-1” correspondence
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10.

between the wave characteristics of each sea-state offshore (Hs, T,,, MWD) and
the wave characteristics at the characteristic depth (Hg;,, Tpin, MWD;y), is
established.

Calculation of the inner depth of closure (hin) which is defined as the seaward
limit of the littoral zone for the given timeseries through the following equation
(Houston, 1995):

hin = 8-9Hs,in (3.18)
where hi, is the depth of closure and Hy ;;, is the mean significant wave height at
a characteristic depth h=8-10 m, utilizing the wave characteristics calculated at
step 4. The depth of closure was considered for the purpose of this research the
critical depth after which no net sediment movement takes places. Consequently,
this depth will be later set for the calculation of the wave orbital velocity since the
larger portion of sediment transport takes place between h;,, and the shoreline.
Calculation of the wave orbital velocity signal near the bed through Eq. (3.7) for
monochromatic or Eq. (3.8) for irregular waves setting h=h,,,.

For each wave record (Hg i, Tp,in, MWD;,) the friction factor f,, (Eq. 3.15), the
bed shear stress due to waves t,,, (Eq. 3.13) and ultimately the Shields
parameter 6 (Eq. 3.16), are calculated

If the 6 < 6.,the wave record is eliminated since it does not contribute in setting
sediments into motion. Through the “1-1” correspondence established at step 4,
the respective wave record of the offshore timeseries is disposed. The total
number of wave records offshore N is thus reduced using the criterion of the
initiation of motion at a total of Ny (with N; < N)

Calculation of the sediment Pick-up rate P through Eq. (3.17) for each wave
record at the depth of closure. Also, the cumulative Pick-up rate P for the reduced
time-series is determined.

The number of representative wave conditions N, that will replace the full wave
climate (e.g. 12 representative conditions) are determined. The number of
representative conditions is based on discretion; however it is advised that a
number between 6 and 30 conditions is chosen for sufficiently reproducing annual
timeseries of offshore sea-state wave characteristics (Benedet et al., 2016).
Then, the wave records are divided in classes with respect to the angle of wave
incidence (or mean wave direction alternatively) and wave height. The
boundaries of each class in both direction and wave heights are determined the
same wave as the other commonly used wave schematization methods (see
section 2.3.2 for details). Each representative class is characterized by an equal
fraction of the cumulative Pick-up rate P (P/N,.) and can be described by a set of
wave characteristics (Hy i, Tp,in, MWD;y,). Thus, it can be derived that each class
is comprised of a different number of wave components, N;.
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11. Utilizing again the “1-1” correspondence of wave characteristics offshore and
nearshore, a set of representative conditions (Hs,, T, ,, MWD,.) can be obtained
in the offshore wave boundary by considering that the bounding limits of each
representative class in the depth of closure coincide with the respective ones in
deep water. A small numerical extrapolation error stems from the fact that each
representative class in the offshore boundary might not be characterized by
exactly equal fraction of sediment Pick-up rate, since the Pick-up rate was
calculated for the corresponding wave conditions at shallower water. However,
since the proposed input reduction method concerns medium to long term
morphological bed changes, this error is considered to have a very small effect
in shaping the ultimate bed evolution and can consequently be neglected.

N . .
12. The frequency of occurrence f = N—Z’ for each representative class is calculated,

N . .
frequency of occurrence f = N—Z’ for each representative class is calculated,

based on the number of wave records of each class relative to the reduced
dataset. Since N is the number of the reduced set of wave records, the
frequencies of occurrence are rescaled, and the more energetic sea-states are
associated with higher weights.

13. Finally, a simulation is executed with a 2D morphological area model using the
representative wave conditions as forcing input. The total model run-time T, is

. . . N .
a fraction of the full time series, denoted as T, = FFTWC, since sea-states

unable to initiate sediment movement are eliminated in step 8 and have little to
no contribution in shaping the bed evolution.

The distinct steps of the methodology are also showcased as a flow chart in Figure 3.1.
Conversely to other widely used Binning IR methods, which are subject to a number
of simplistic assumptions (i.e. straight coastline with depth-parallel contours) the Pick-up
rate method incorporates numerical modelling to obtain nearshore wave characteristics
and perform the binning procedure in the bi-variate wave climate of H;, and MWD. The
utilization of a PMS wave model is better suited for use in the framework of this
methodology since it provides accurate and robust solutions in the nearshore while
minimizing the required computational effort. It is worth mentioning that the depth of
closure (see step 5 of the above methodology), provides a rather strict criterion to
eliminate wave conditions since at this depth the cross-shore component of sediment
transport is considered by definition almost null. However, initiation of sediment motion
is highly dependent on a multitude of parameters apart from the wave characteristics,
such as the beach slope, sediment properties and bottom friction among others. While
some sea-states considered unable to initiate sediment motion in the depth of closure
may be able to set sediment into motion in shallower depths it is considered that
calculation of the near bed wave orbital velocity at the depth of closure is a valid
approximation within the scope of the Pick-up rate method since it depends only on the
annual wave climate and is hence easy to compute for the purpose of reducing a set of

offshore sea-state wave characteristics.
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Figure 3.1. Flow chart indicating the implementation of the Pick-up rate method.

3.1.2. Threshold Current wave schematization method
The Threshold Current binning wave IR method is a slight modification to the Pick-up

rate method, utilizing the calculation of longshore current velocities within the surf zone
and comparing them to the value of U,, as calculated through Eq. (3.2). Similarly, to the
Pick-up rate method, a Parabolic Mild Slope wave model is utilized to extract wave
characteristics in the nearshore in order to perform the necessary calculations. The steps
undertaken to implement the Threshold Current method are the following:
1. Timeseries of offshore sea-state wave characteristics (Hg, T,,, MW D) are obtained
for a desirable time range T,,..
2. The timeseries are then filtered by disposing records that do not contribute in
shaping the bed evolution, i.e. sea-states exiting the computational domain.
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10.

11.

12.

those
characterized by large H, or T, values.

For each sea state, a simulation with a modified version of a Spectral Parabolic
Mild Slope wave model (PMS-SP) is executed.

A profile cross-section considered representative of the beach geomorphology is
specified. This cross-section corresponds to a particular row/column of PMS-SP
model computational domain.

At the specified cross-section the point where initiation of breaking occurs is
identified shoreward the surf-zone

For each wave record calculation of the maximum value of the longshore current
speed U encountered in the surf-zone through Eqg. (3.11) follows at the pre-
determined cross section.

At the specific cell where the maximum value of the longshore current speed is
encountered the critical value of the current speed U, is calculated

If U < U.the wave record is eliminated since it does not contribute in setting
sediments into motion. The total number of wave records offshore N is thus
reduced using the threshold current criterion of incipient sediment motion at a
total of Ny (with Ng < N)

Calculation of the wave Energy Flux through Eq. (3.17) for each wave record
offshore is carried out along with the cumulative Energy flux Ef, ;,, for the reduced
dataset.

The number of representative wave conditions N; that will replace the full dataset
of offshore sea-state characteristics is specified. Then, the wave records are
divided in classes with respect to wave direction and wave height containing an
equal portion of cumulative wave Energy Flux. Each class is comprised of a
different number of wave components, N;.

N . .
The frequency of occurrence f = N—Csl for each representative class is calculated,

based on the number of wave records of each class relative to the reduced
dataset. Since N is the number of the reduced set of wave records, the
frequencies of occurrence are rescaled, and the more energetic sea-states are
associated with higher weights.

Finally, a simulation is executed with a 2D morphological area model using the
representative wave conditions as forcing input. The total model run-time T, ; is

. . . N .
a fraction of the full time series, denoted as Ty, = FrTWC, since wave sea-states

considered unable to initiate sediment movement and induce significant
morphological changes are eliminated in step 8.

Since the Threshold Current wave schematization method eliminates sea-states based
on longshore current gradients, it is expected to lead to elimination of sea-states with an
almost perpendicular angle of wave incidence with respect to the shore normal, since

generally generate cross-shore currents, even if those sea-states are
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P

3.2. Numerical modelling tools

In this section the numerical models utilized in the framework of this thesis, i.e. a
parabolic mild slope wave model extended and enhanced in the framework of this thesis
as well as a widely used coastal area model tasked with the 2D morphological bed
evolution simulations are presented. For each model the main features, capabilities and
governing equations are outlined.

3.2.1. The PMS-SP wave model

Governing Equations

An integral part of the methodologies presented in Section 3.1 is the utilization of a
Parabolic Mild Slope wave model, taking advantage of its accuracy in prescribing the
wave field in mildly sloping beds and its computational efficiency. In particular, the initial
version of the model (Chondros et al., 2021), hereafter denoted as PMS-NL is based on
the work of Kirby and Dalrymple, 1983, who derived a parabolic equation, in the form of
a cubic Schrodinger differential equation, governing the complex amplitude, A , of the
fundamental frequency component of a Stokes wave. Dalrymple and Kirby, 1988,
improved the parabolic equation and its range of validity by developing approximations
based on minimax principles in order to allow for large-angle propagation and rendering
the approximation suitable for large scale applications, thus proposing the following
governing equation:

_ 1 i k b
CyAy + i(k — agk)CyA + = (cy) A+ - (al — b, E) (cCyay), - w—}{ (cCyny)

3.19
b ﬁ+—(cg)" (cc,4,) +iwk2DIAI2A+KA—0 o
K* 2kC, Ty T2 27

. h 2 tanh? . .
where the parameter D is given by D = (cos 4’;’::}142;“ k1) the complex amplitude 4 is

w

related to the water surface displacement by n = Ae~i{(*~@8) [ the local wave number
related to the angular frequency of the waves, w, and the water depth, h. The symbol k
denotes a reference wave number taken as the average wave number along the y-axis,
C is the phase celerity, C, is the group celerity and w is a dissipation factor.
Finally, coefficients a,, @; and b; depend on the aperture width chosen to specify the
minimax approximation. In the model, the combination of a, = 0.994733, a; =
—0.890065, and b, = —0.451641 produces reasonable results for a maximum angular
range of 70° (Kirby, 1986) and is ultimately applied in the PMS-NL wave model.

The governing equation, Eq. 3.19, is solved in finite difference form and approximated
according to a Crank-Nicholson implicit scheme for parabolic differential equations. The
resulting tridiagonal system of equations is solved utilizing the Thomas algorithm. The
solution of the governing equation is carried out in two steps. During the first step Eq. 1
is solved excluding the dissipation term (assuming factor w = 0) and thereafter in the
next step the dissipation term is included.

Chondros et al., 2021, incorporated non-linear dispersion characteristics, in order to
improve model results in the nearshore, by introducing an approximate non-linear
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amplitude dispersion relationship, designated to mimic the effect of amplitude dispersion
in shallow water. Several approximate non-linear dispersion relationships have been
proposed (Hedges, 1987; Kirby and Dalrymple, 1986; Zhao and Anastasiou, 1993).
During this thesis, the formulation of Kirby & Dalrymple, 1986 was utilized since it
produces consistent results and provides a smooth transition and prediction of wave
characteristics over the entire range of water depths. The non-linear dispersion
relationship adopted in the PMS-NL wave model reads:
w? = gk(1 + fy(kh)e?D)tanh(kh + f,(kh)¢) (3.20)

where fl(kh) = tanh®(kh), fz(kh) = [kh/ sinh kh]*, € = k|A|.

Incorporation of non-linear dispersion characteristics is of paramount importance for
the accurate prediction of wave characteristics in the nearshore and especially the point
where initiation of breaking occurs which is integral for the implementation of the
Threshold Current wave schematization method.

Enhancements and developments

In the scope of this dissertation, the PMS-SP model has been extended to account for
generation and propagation of irregular uni-directional waves to further improve model
results and enhance the accuracy of the solutions. Irregular wave generation in the wave
model is treated by performing separate simulations of several regular wave components
and ultimately performing linear superposition to obtain the spectral wave characteristics.
The spectral energy density S(f) of the wave spectrum can be interpreted by using either
a Jonswap, TMA, or Pierson-Moskowitz source function. The source function for the

widely used Jonswap spectrum reads:
L_ 2
—os|2_ -
S\ o (3.21)

where H,,, is the spectral wave height, f, is the peak frequency of the wave spectrum,
f is the frequency of each individual wave component, y is a peak factor with values
ranging typically from 1-7, o is a dimensionless parameter adopting the value 0.07 if f <

fp or 0.09 |ff > fp and a = 0.0624

0.23++0.0366y—

S(f) = aHT,wap“f‘Sexp[ —1.25 <%>]y

5155 IS a scaling factor.

1.9+y

The wave energy spectrum is decomposed into a predefined number of discrete
frequency bins at equal wave energy intervals. Then the central frequency of each bin is
selected, while the wave height is the same since each bin is characterized by an equal
amount of incident wave energy. Then as previously stated, a regular wave computation
for each discrete wave component is carried out and through linear superposition the
irregular wave characteristics are obtained. The methodology of dividing the incident
wave spectrum into equal energy bands has been incorporated in other wave
propagation models solving the mild slope wave equation such as ARTEMIS (EDF-R&D,
2009) or MIKE21-PMS (DHI, 2017).

Of particular importance is the estimation of wave energy dissipation due to
bathymetric breaking in the wave model since apart from significantly altering wave
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characteristics, the excess radiation stress gradients inside the surf-zone in the
longshore direction generate longshore currents. Due to the inherent connection
between wave breaking and the radiation stresses the accurate prediction of wave
energy dissipation of mild sloping beds is mandatory especially in the scope of the
Threshold Current wave IR method.

In the initial version of the PMS-NL model wave energy dissipation due to bathymetric
breaking w,, is calculated through the bore model of Battjes and Janssen, 1979.

172 Hoan

1
g Hﬁms

where H,,,, is the root mean square wave height, Q,, is the ratio of breaking waves, T,,
is the mean period of the wave energy spectrum and H,,,, is the maximum wave height

(3.22)

Wp

calculated through the criterion of Miche, 1951, as follows:
Hopox = ]/1k_1 tanh(yzkh/yl) (3.23)

where y;and y, are parameters equal to 1.0 and 0.8 by default.
In the enhanced version PMS-SP of the wave model, an alternative formulation to

calculate wave energy dissipation due to wave breaking proposed by Janssen and
Battjes, 2007, which reads:

3ViB fpgHms 4 3,3 2
o 16 n [1 + N (R +7R) exp(—R*) —erf (R) (3.22)
b — 1 )
§Hrms

where B is a calibration coefficient, R = H,,,,/Hyms and h is the still water depth.

The model of Janssen and Battjes, 2007 is based on the work of Baldock et al., 1998,
improving the latter criterion’s behaviour at the coastline by achieving the elimination of
singularities after the point of saturation.

The code has also been parallelized using OPEN-MP and auto-parallelization
directives (valid for Intel and IFX fortran compilers) to further reduce the levels of
computational resources required by the model simulations.

Model Validation

To validate the performance of the PMS-SP model in simulating the transformation of
waves from deep water to the nearshore, two experimental validation cases will be
presented. Both cases focus mostly on the new developments of the model carried out
in the framework of this thesis, with special attention given to the combined effect of
refraction diffraction and the bathymetric breaking of irregular unidirectional waves.

The first validation case concerns the propagation and transformation of irregular uni-
directional waves over a submerged elliptical shoal. Vincent and Briggs, 1989, conducted
experiments in the U.S. Army Coastal Engineering Research Center's 29 m long by 35
m wide directional wave basin located in Vicksburg, MS, USA. The shoal was
characterized by a major radius of 3.96 m, a minor radius of 3.05 m with a minimum
water depth of approximately 0.15 m at the top, while the depth at the region outside the
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shoal was kept constant at 0.457 m. Several tests were performed, including the
generation of unidirectional and multidirectional irregular waves utilizing a TMA spectrum
source function. The temporal evolution of the surface elevation was measured using an
array of nine parallel-wire resistance-type sensors. The layout of the bathymetry inserted
in the numerical model along with the control sections where wave characteristics were
measured is depicted in Figure 3.2. This experiment is crucial in assessing the model’s
performance to simulate the transformation of irregular uni-directional waves in cases
where the combined refraction-diffraction dominates the wave field.

A regular grid was constructed with an equal grid spacing of dx=dy=0.05 m in each
direction. Hence the grid was constituted by a total of 660 cells in the y and 500 cells in
the x-direction respectively.
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Figure 3.2. Bathymetry of the Vincent and Briggs, 1989 experiments and control sections where
wave characteristics were measured.

Two uni-directional wave propagation cases were simulated with the PMS-SP wave
model, case U3, corresponding to a broad frequency spectrum and case U4,
corresponding to a narrow-banded frequency spectrum. The incident wave conditions of
the simulated cases are shown in Table 3.1.
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Table 3.1
Incident wave conditions of the Vincent and Briggs, 1989 experiments simulated with the PMS-
SP

Case H, (cm) T, (s) a Y
U3 2.54 1.30 0.00155 2
U4 2.54 1.30 0.00047 20

The significant wave height results stemming from the simulations with the PMS-SP
model extracted along control section S4 are divided by the incident wave height H, in
order to obtain normalized wave height results. The particular transect is located in the
lee of the mound where the combined effect of refraction and diffraction significantly
affects the wave field. Model results are plotted and compared to the experimental
measurements in Figure 3.3.
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Figure 3.3. Simulated (solid line) and measured (points) normalized wave heights results for (a)
case U3 and (b) case U4 of the Vincent and Briggs, 1989 experiments.

From Figure 3.3 it can be deduced that PMS-SP can very satisfactorily capture the
focusing of the wave energy due to the combined effect of refraction-diffraction for uni-
directional waves with a broad and narrow banded frequency spectrum respectively. The
exemplary performance of the model is attributed in the inclusion of the non-linear
dispersion relationship which significantly improve results for the cases where bottom
irregularities are present compared to models incorporating linear dispersion
characteristics. Ultimately the PMS-SP model is deemed capable of simulating wave
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transformation due to the combined refraction-diffraction which dominates the shaping
of the wave field in most real-field cases.

The next validation case concerns an experiment on wave transformation and
breaking on a plane sloping beach of an impermeable slope of 1:20 conducted by Mase
and Kirby, 1992. In the experimental layout, shown in Figure 3.4, waves propagate for
10 m on a bed with constant water depth of 0.47 m, before propagating up a sloped
beach starting at x = 0 m. The free surface was measured by 12 probes located at 0, 2.4,
34,44,54,59, 64,6.9, 74,79, 84, 8.9 m respectively. Waves were generated
through a Pierson-Moskowitz source function Two irregular unidirectional wave breaking
cases entitled A & B respectively were tested with a peak frequency of £,=0.6 Hz and
fp=1.0 Hz respectively.

Wave Paddle

- o Wave Gages

2f-

WG WG 12
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Impermeable Slope

I-—Jj)il..m d

Figure 3.4. Bathymetry of the Mase and Kirby, 1992 experiments and wave gages where wave
characteristics were measured

The bathymetry was discretized with an equal spatial step in both directions dx=dy=0.1
m and the spectrum divided in 50 discrete frequencies ranging from 0.2-2.0 Hz. The
incident wave conditions as well as the breaking dissipation parameters are shown in
Table 3.2.

Table 3.2
Incident wave conditions of the Mase and Kirby, 1992 experiments simulated with the PMS-SP
Case Hg (m) T, (s) a Y1 Y2
A 0.068 1.67 1.0 1.0 0.70
B 0.06 1.00 1.0 1.0 0.70

The obtained results of significant wave height obtained by the PMS-SP simulations are
compared to the measurements at the 12 placed wave gauges at the Mase and Kirby,
1992, experiment and are showcased in Figure 3.5.
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Figure 3.5. Simulated (solid line) and measured (points) significant wave heights results for case
A and case B of the Mase and Kirby, 1992 experiments.

Overall, results are in excellent agreement with the experimental measurements and the
model is capable of simulating wave shoaling and the subsequent decay of the waves
due to bathymetric breaking. A discrepancy between measurements and model results
at the last gauge for Case A is due to the presence of wave setup which is not
incorporated in the model. Ultimately, the model is deemed capable of simulating
irregular wave breaking in plane sloping beds and capturing the wave energy dissipation
intensity. This is a particularly important feature of the model since the accurate
prediction of the width of the surf zone is an integral part of the methodologies presented
in this Chapter.

3.2.2. The MIKE-21 CM FM suite
The coastal area model utilized for the morphological bed evolution simulations deducted

in this Chapter and throughout the thesis is the MIKE21 CM FM suite developed by DHI
(DHI, 2014). The model has been used extensively in a variety of coastal engineering
applications, with and without the presence of coastal protection structures (Afentoulis
et al., 2017; Gad et al., 2018; Papadimitriou et al., 2020).

The MIKE21 Coupled model FM suite includes several complementary numerical
models and tools three of which were used for the purpose of this research:

e MIKE21 SW, a 3" generation spectral wave model based on the conservation of
the wave action balance, suited for the propagation and transformation of waves
in the coastal zone.

¢ MIKE21 HD, a depth-averaged hydrodynamic model based on the Reynolds
averaged Navier-Stokes equations of motion (RANS), for the description of the
nearshore current field.
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o MIKE21 ST, a sand transport and morphology updating model, used to calculate
sediment transport rates and the morphological bed evolution.

The models are directly coupled, allowing for the interaction between waves and currents
and the effect of bed level changes in waves and hydrodynamics. The calculations are
performed in an unstructured finite element mesh, allowing for flexibility in calculations
and a more precise representation of the coastline and complex topography features.

MIKE 21 SW model is a 3rd generation spectral wave model suited for the propagation
of waves in the oceanic scale and in nearshore areas. The governing equation of the
model is based on the principle of conservation of the wave action-balance which reads
in Cartesian coordinates:

oN oN ON oN ON S

—+CX&+Cya—y+CG%+0’G%:E

= (3.23)

where N(x,y,0,6,t) is the wave action density, c,, ¢, are the propagation wave celerities

in the spatial domain, c, is the propagation celerity in the frequency domain and ¢y is the
propagation celerity in the directional domain. All the transfer celerities are computed
according to the linear wave theory. In the right-hand-side of Eq. (3.23) the term S
denotes the source and sink terms of the wave action balance equation (e.g. generation
due to wind, white-capping dissipation, non-linear wave interactions, depth-induced
breaking, wave blocking due to a strong opposing current etc).

The discretization in the geographical and spectral domain is carried out using a finite
volume cell-centered method. In frequency space, a logarithmic discretization is used,
whereas in the directional space an equidistant division is used (DHI, 2009a). The time
integration is performed based on a fractional step approach. The propagation step is at
the first level solved without taking the source terms into account, utilizing an explicit
Euler scheme. To loosen stability restrictions, a multi-sequence integration scheme is
implemented based on the principles presented in Vilsmeier and Hanel, 1996, allowing
for the use of large time steps for the wave propagation and spectrum evolution. On the
second level the source term integration step is solved using an implicit Euler scheme.

The hydrodynamic and transport model MIKE21 HD is based on the solution of the
depth-integrated shallow water equations, expressed by the continuity and momentum
equations in the x and y directions in the Cartesian space:

oh  dhu  dhv_ (3.24)
at odx oy
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where h is the total depth of the water column, U and v are the depth-averaged current
velocity components in the x and y direction respectively, n is the free surface elevation,
fis the Coriolis parameter, p is the water density, S,4, Sy, S, are components of the

radiation stress tensor, p,, is the atmospheric pressure, S the magnitude of point sources,

with us, vs [m/s] being the velocity vectors of the point discharge and T,,, T,,, Ty,
denoting lateral stresses including viscous, turbulent friction and differential advection.

A first or a second order solution scheme can be applied for the solution of the above
equations in the spatial domain using a finite-volume approach. The time integration is
carried out by implementing either a low order explicit Euler scheme or a 4™ order Runge-
Kutta scheme. An approximate Riemann solver is applied to calculate the convective
fluxes at the cell faces. Second-order accuracy is achieved by employing a linear
gradient-reconstruction technique.

The MIKE 21 ST model calculates the sediment transport rates and the morphological
bed evolution either in a pure current case, or under the combined effect of waves and
currents. The model is valid for sand grains and often overestimates shingle-sized
material transport rates (DHI, 2009b). For the case of sediment transport induced by the
combined effect of waves and currents, the sediment transport rates are calculated by
linear interpolation on an externally formed sediment transport table. The core of this
utility is a quasi-three-dimensional sediment transport model (STPQ3D). The model
ultimately calculates the instantaneous and time-averaged hydrodynamics and sediment
transport in the two horizontal directions. The bed level updating is carried out by
implementing an explicit first order Lax-Wendroff scheme.

3.3. Methodology implementation

3.3.1. Study area and model setup

The developed methodologies presented in Section 3.1, were implemented in the coastal
area near the port of Rethymno in Crete, Greece. The area of interest, shown in Figure
3.6, includes the aforementioned port, located in the northern end of Crete within the
homonymous bay and the adjacent coastal area eastward, with a coastline of
approximately 4 km in length. Being a highly urbanized area, commercial, administrative,
cultural and tourist activities are concentrated along the coastal zone where the city is
located. The coastline of interest consists mainly of fine sand sediment, and due to the
sediment transport and hydrodynamic patterns, sediment is periodically accumulated in
the entrance of the port hindering navigational procedures.
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Figure 3.6. The island of Crete (bottom left), the municipality of Rethymno (bottom right) and the
study area showing the port and the adjacent coastline.

An unstructured triangular finite element mesh was constructed for the purpose of
performing the morphological bed evolution simulations with the MIKE21 CM FM coastal
area model. Waves enter the computational domain through the north, east and west
offshore boundaries. Three density levels were used for the discretization of the domain,
with the finer area being near the offshore wave boundaries, and the denser one covering
an extend of 3.5 km long and 10.0 km wide. A third density level was established
extending at about 250 m offshore the eastern coastline of interest. For the solid
boundaries, a vertice-adaptive mesh generation scheme allowed the construction of
relatively small finite elements in this area, allowing for the more detailed description of
the bathymetric variations in shallow waters. Regarding the dimensions of the interior
triangular elements, they are comprised of a mean nominal length of about 100 m, with
the largest element size being 293 m and the minimum 0.71 m. Bathymetric data in the
port basin were obtained from topographical surveys conducted during the EU funded
research project Preparing for Extreme And Rare events in coastal regions (PEARL) and
were further populated offshore by data available in the NAVIONICS database
(https://webapp.navionics.com/). After interpolating the bathymetric data, the maximum
depth of the numerical domain reaches up to 180 m.

To force the 3™ generation spectral wave model MIKE21 SW and perform the wave
schematization, time series of offshore sea-state characteristics, namely spectral wave
height H,,,, peak wave period T, and mean wave direction MWD were obtained from the

Copernicus Marine Service (https://marine.copernicus.eu/) database for a time range
covering 01/1993 - 01/2020. For the particular case, the regional package
MEDSEA_MULTIYEAR_WAV_006_012 (Korres et al.,, 2019), a multi-year wave
hindcast product composed of hourly wave parameters at 1/24° horizontal grid resolution

was utilized. The corresponding modelling system is based on the widely used 3™
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generation spectral wave model WAM 4.6.2 and consists of a nested sequence of two
computational grids (coarse and fine) to ensure that swell propagating from the North
Atlantic towards the strait of Gibraltar is correctly entering the Mediterranean Sea. The
offshore sea-state characteristics were extracted at a point coinciding with the center of
the north offshore boundary of the computational mesh, and specifically at coordinates
with a longitude of 24.5043° and a latitude of 35.4038°. A full year of wave records,
selected arbitrarily to be the year 2012, was extracted for the execution of the numerical
simulations. In Table 3.3, the mean values of the offshore sea-state characteristics for
the year 2012 are compared to those from the period of 1993-2020 indicating that the
year 2012 is valid representation of the annual wave climate at the study area.

Table 3.3
Mean values comparison for the offshore sea-state wave characteristics between the year 2012
and the period of 1993-2020

Time span H,,, (M) T, (s) MWD
2012 1.05 5.75 335.19
1993-2020 0.98 5.60 334.39

The mean annual wave climate at the study area for the year 2012 is showcased as a
rose plot in Figure 3.7. As can be seen from the wave rose and the orientation of the
coastline, wave records propagating from the west, southwest, south, southeast and east
sectors (with 90° < MWD < 270°) do not contribute to the morphological bed evolution
and were eliminated. Consequently, the 8761 hourly changing wave records were
reduced to a total of 8219 by records.
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Figure 3.7. Wave rose for the year 2012 from the Copernicus database offshore the port of
Retmymno.
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The simulations of the MIKE21 CM FM model were conducted through the
“Morphodynamic” approach allowing for the direct feedback between waves,
hydrodynamics and sediment transport/morphology updating. Hence a morphological
scale factor (Morfac) of 50 was utilized to keep the computational model run-time at
reasonable levels. Additionally, a constant mean sediment diameter of 0.15 mm was
considered throughout the numerical domain for the morphological modelling
simulations.

Model performance evaluation will be carried out in an area of interest extending up
to a close of 450 m offshore the eastern coastline adjacent to the port and reaching a
maximum depth of about 9 m. It should be noted, that for the particular dataset the depth
of closure calculated through Eq. (3.18) is about 5.5 m signifying that the largest portion
of the sediment transport occurs shoreward of this depth. This area (enclosed by the
polygon shown in Figure 3.8 was the main focus of the evaluations, since it consists
mostly of a sandy uniform bed and is of high interest to the public due to the
concatenation of tourist and economical activities at this location. The coastline of
interest is relatively straight with an orientation of West to East, implying the beach is
under direct wave attack (angle of incidence a, = 0°) from waves approaching from the

north sector.

Figure 3.8. Finite element mesh showcasing the area (within the closed polygon) where the
morphological model results will be evaluated

In the absence of bed level elevation measurements, the results of the simulations
utilizing the Pickup Rate and the Threshold Current wave schematization method will
respectively be compared to a Brute force simulation acting as a benchmark and
containing the full set of 8219 hourly changing wave records. The obtained results from
both the wave IR methods developed in the framework of this research will be also
compared to those stemming from the widely used Energy Flux method, which as stated
in numerous studies (Benedet et al., 2016; de Queiroz et al., 2019; Walstra et al., 2013)
is considered to be among the best performing IR methods. For the evaluation of model
skill, the commonly used in coastal morphological modelling Brier Skill Score metric
(Sutherland et al., 2004a) will be calculated for the area of interest shown in Figure 3.8.
For the purpose of calculating the BSS, the Brute force simulation results will be
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considered as the measurement values acting as a benchmark, while the baseline
condition will be the initial bathymetry. The model predictions of each simulation carried
out via the IR methods tested in this Chapter will then be used to calculate the BSS
values, with a value of unity declaring perfect agreement between model results and
measurements.

3.3.2. Representative wave conditions
In this subsection the representative wave conditions obtained by implementing the

newly developed Pick-up rate and Threshold Current wave IR methods will be presented.
As has been previously stated, the methodologies presented in section 3.1, incorporate
the PMS-SP model in the simulations to estimate wave characteristics at a nearshore
depth of 9 m for the Pick-up rate method and estimate longshore current velocity in the
Threshold Current method respectively.

Out of the 8219 wave records implementing the Shields criterion of incipient motion
led to the elimination of 4699 sea-states that are considered unable to induce significant
morphological changes by implementing the Pick-up rate IR method effectively reducing
the input dataset. A bivariate plot of Hg and a, presenting the obtained representative
wave conditions and their respective boundaries is showcased in Figure 3.9. It should
be stated that the blue scatter data denote wave records that are considered in the
calculation of the representative wave conditions whereas the light blue transparent
scatter data are those eliminated from the dataset.
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Figure 3.9. Obtained 12 representative wave conditions (red markers) by implementing the Pick-

up rate wave IR method. The light blue markers denote wave records eliminated from the dataset.
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Observing the obtained representative conditions and their respective bins it can be
deduced that the more “energetic”’ sea-states are present in the north sector (at angles
of wave incidence a, 3 [—15°,5°]) hence 8 bins out of the total of 12 are defined in this
range. Implementing the Shields criterion of incipient motion strictly for the bed-shear
stress induced by the exclusive action of waves, leads to a universal threshold for the
significant wave heights under which no sediment motion takes place which is about
H,=0.52 m.

By implementing the Threshold Current wave IR method 5082 sea-states were
eliminated reducing the full dataset of wave records to a total of 3137. In the same vein,
Figure 3.10 shows the representative wave conditions obtained through the Threshold
Current method with the light blue transparent scatter data denoting those eliminated
from the dataset.

5.0
4.5 - ‘
K
A
4.0 A
a A
'
3.5 1 »
A. Fy
’A
&
30 T A4 'A‘
a
—_ & A
E ® A 4
< 25- g 2 .
I‘” " a ‘A.Af.,i
L) ‘A ‘ L) “ a a
aAM
2.0_ as ‘A a “ .oA‘ ‘; )
4a 4 s *A‘ti
"‘ “l““ .“*‘ %X
- 4680
1.5 e St 4, §2a el
‘ e = ‘A":j“‘“ 3 :
L)
1.0 4 ¢ “t 5 8 A‘u‘g: AL. %
. a o a A o
N a dap ahaa s q
A a *ﬁ‘ .
1.4 . - ‘
0.5 o a adg s
S a A P aa
a ad m a
0.0

-90 -75 -60 -45 -30 -15

Figure 3.10. Obtained 12 representative wave conditions (red markers) by implementing the
Threshold Current wave IR method. The light blue markers denote wave records eliminated from
the dataset.

Similarly, to the Pick-up rate wave IR method, the more energetic representative wave
conditions are concentrated in the north sector albeit the width of the respective bins is
a bit wider than those formed in the Pick-up rate method (at angles of wave incidence
a, 3 [—16°10°]). It can be observed that once again for most cases, sea-states with
H; < 0.5 m are eliminated from the full dataset. Exceptions to this rule are wave
approaching at angles of a, = —45° or a, = 45° which are coincidentally the angles
where the maximum value of longshore current speed is obtained considering the case
of a straight coastline and depth parallel contours. Supporting this fact, waves
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approaching with an angle of incidence approaching 0° within the surf-zone produce
almost null longshore current gradients hence a large number of records eliminated are
present near the a, = 0° mark, even if they are associated with relatively large wave
heights. In general however, the obtained bins and the respective representative wave
conditions obtained by implementing both methods are nearly identical, although the
quantities used as a proxy to estimate representative wave conditions (Pick-up rate vs
Energy flux) as well as the applied criteria of sediment motion (bed shear stress vs
Threshold Current speed) differ significantly.

To offer a comprehensive comparison of the representatives obtained by the IR
methods developed during this thesis against the traditional Binning IR counterparts the
representative wave conditions obtained by implementing the Energy Flux method are
showcased in Figure 3.11.
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Figure 3.11. Obtained 12 representative wave conditions (red markers) by implementing the
Energy Flux wave IR method.

It can be derived by observing Figure 3.9, Figure 3.10 and Figure 3.11 that the elimination
of sea-states that are considered unable to induce significant morphological changes by
applying the filtering procedures proposed in the Pick-up rate and Threshold Current
methods significantly alters the representative wave conditions and their respective
weights as expressed by the frequency of occurrence of each class. For the case in
question offshore the port of Rethymno, waves with H; <0.5 m have large frequencies
of occurrence and thus shift the weights of the representative wave conditions to less
“energetic” centroids as can be seen in Figure 3.9 for the Energy Flux method.
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The other significant difference concerns the frequencies of occurrence f of each
class and selected representative conditions. In Table 3.4 a comparison of the
representative wave conditions with the corresponding frequencies of occurrence
obtained by the Pick-up rate and the Energy Flux method showcases this difference for
the frequencies of occurrence.

Table 3.4
Comparison of representative wave conditions and frequencies of occurrence by implementing

the Pick-up rate and Energy Flux method.

Bin Pick-up rate representatives Energy flux representatives
Hy(m) Tp,(8) a,(°) f(%) | Hs(m) Ty (s) a, (%) f (%)
1st 1.04 6.26 -42.93 29.29 0.51 5.05 -43.60 30.68
2nd 2.79 8.35 -31.88 1.22 1.44 6.87 -45.15 3.78
3rd 1.42 6.62 -9.98 8.64 0.83 5.20 -12.99 8.52
4th 3.66 8.88 -11.35 0.60 3.53 8.77 -12.95 0.52
5th 1.35 6.50 -4.72 10.68 0.94 5.59 -4.86 7.93
6th 3.79 8.99 -4.42 0.60 2.91 8.17 -5.02 0.78
7th 1.39 6.49 -0.19 10.94 0.90 5.43 -0.14 8.52
8th 3.13 8.41 -0.31 0.99 2.61 7.98 0.54 1.00
9th 1.39 6.37 3.57 9.03 0.91 5.39 5.00 8.22
10th 3.17 8.44 3.25 1.05 2.97 8.20 4.20 0.80
11th 1.10 5.98 19.03 24.83 0.54 4.61 28.72 26.95
12th 2.46 7.65 11.45 2.13 1.85 7.01 16.33 2.29

For the methodologies developed in the framework of this thesis, elimination of wave
records from the dataset shifts the waves in more “energetic’ sea-states whereas in
contrast, the Energy Flux Method leads to an over-representation of lowly energetic sea-
states with higher frequencies of occurrence. This particular trait of the novel Binning IR
presented herein offsets the reduced duration each of the selected representative wave
conditions must be simulated with the coastal area model.

3.4. Results and Discussion

In the present section the predicted bed level changes obtained by implementing the
Pick-up rate, Threshold Current and Energy Flux method will be compared to the Brute
Force simulation in order to comprehensively evaluate model results. The Brute force
simulation containing 8219 hourly changing boundary conditions of offshore sea-state
wave characteristics and with the utilization of a Morfac of 50 the total simulation time
was set to about 88 hours. The morphological bed evolution obtained from the Brute
force simulation is shown in Figure 3.12. Zones of accretion can be observed along the
examined coastline along with some accretion at the lee breakwater of the port.
Additionally, accumulation of sediment can be observed at the port entrance while a
distinctive erosion zone is located southern the port entrance. Sand accumulation inside
the port has been observed at the port basin of the Rethymno port requiring often
dredging actions. Some erosion zones also exist at shallow depths extending from the
middle of the computational mesh till the eastern boundary.

115



Chapter 3. A novel approach to Binning Input Reduction methods

[m]

Bed level change [m]

I Above 0.9
08- 09
07- 08
06- 07
05- 06
04- 05
03- 04
02- 03
01- 02
00- 01
01- 00
02--01
03--02
04--03
-05--04
06--05
07--06
08--0.7
09--08
T T T T -1.0--09
544000 545000 546000 547000 Il Below -1.0
[m] [ 1 Undefined Value

07-Oct-19 10:10:00 Scale 1:22000
Figure 3.12. Bed level change obtained by the Brute Force simulation with MIKE21 CM FM.
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For the simulations carried out with the representatives obtained from the Pick-up rate
IR method, 4699 sea-states were considered unable to initiate sediment motion
implementing the Shield’s criterion effectively reducing the length of the dataset and the
total simulation model run time by 57.2 %. In the same vein, the Threshold Current
method led to the elimination of 5082 sea-states reducing the total simulation run time
by 62 %. Since the Energy Flux method does not pre-emptively eliminate any wave
records from the dataset it requires the model to be run prescribing the same simulation
time as the Brute force simulation. The bed level change results for the area of interest
obtained by implementing the three distinct IR methods are showcased in Figure 3.13.

From a visual inspection of the bed level change results obtained from the three tested
binning IR methods and the Brute force simulation it can be deduced that in general the
accretion/erosion patterns of the Brute force simulation are fairly captured and
reproduced by the Binning IR methods. In particular, the Energy Flux method reproduces
in a very satisfying manner the accumulation of sediment across the coastline of interest
as well as the accretion of sand in the port entrance. The Pick-up rate and Threshold
Current methods produce similar results and in general reproduce adequately the
accretion and erosion patterns in the area near the port albeit they seem to systematically
underpredict the magnitude of the bed level changes compared to the Brute Force
simulation. This can be attributed to the reduction of the total model run-time due to the
elimination of lowly energetic sea-states from the dataset, reducing the effective time the
morphological bed evolution to take places, despite in turn shifting the weights to more
energetic representative conditions.
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Figure 3.13. Bed level change simulation results for the (a) Pick-up rate, (b) Threshold Current,
(c) Energy flux wave schematization methods.

The evaluation of the model results is ultimately assessed by computing error metrics
and the BSS values for the area enclosed within the polygon shown in Figure 3.9. Bed
level values were extracted from the MIKE21 CM FM simulation results for each node
enclosed within this area, reaching a total of 998 nodes. The calculated Brier Skill
Scores, as well as the model run time reduction compared to the Brute Force simulation
are presented in Table 3.5.
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Table 3.5
Obtained statistical parameters in the area of interest for the Pick-up rate, Threshold Current and

the Energy flux method.

Pick-up rate Threshold Current Energy flux
method method method
BSS 0.74 0.72 0.85
Simulation time 57 63 13

reduction (%)

Concerning the obtained BSS values, which is the most widely-used metric to assess
the performance of morphological models (Sutherland et al., 2004a) all the simulation
results are deemed as “Excellent” since the calculated values exceed 0.5. The best
performing method is the Energy Flux method as was also deduced from visual
inspection of the bed level change results. The Pick-up rate and Threshold Current
methods are associated with similar BSS values of 0.74 and 0.72 respectively. Of
paramount importance is the simulation time reduction achieved compared to the Brute
Force simulation. Specifically, despite a significant reduction in computational effort the
reliability and accuracy of the morphological bed evolution results is maintained with an
inconsequential reduction of the BSS. Nevertheless, for simulations through the
“Morphodynamic” approach both the Pick-up rate and the Threshold Current method
predict very satisfactorily the annual bed level evolution while simultaneously achieving
a noteworthy reduction of the model run-time.

It should be noted that model calibration for the Brute force simulation due to absence
of bed level measurements in the study area is not feasible, however it is considered that
the process of keeping the same model parametrization between the Brute force and the
corresponding simulations with the reduced input can provide a fair evaluation of the
model performance examined herein.
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Chapter 4

Evaluation and enhancement of the K-Means clustering

algorithm?

In this Chapter the validity of considering the K-Means (KM) clustering algorithm as a
viable alternative to the classic Binning Input Reduction methods in thoroughly
investigated. Several alternative configurations of the KM algorithm are examined,
aiming to alleviate the inherent restrictions *associated with the unsupervised nature of
the algorithm and introduce core coastal bed evolution principles in the estimation of the
representative wave conditions.

In accordance with the procedure followed to evaluate the performance of the Binning
IR methods presented in Chapter 3, the MIKE21 CM FM is implemented for the study
area of Rethymno, Greece, performing morphological bed evolution simulations for each
set of obtained representative wave conditions and comparing the results to a simulation
containing the full wave climate. An integral part of the methodological approach is also
the utilization of a spectral version of a Parabolic Mild Slope wave model (PMS-SP)
which was also enhanced to calculate longshore sediment transport rates and energy
flux at the point where initiation of depth-induced breaking takes place.

Finally, an intercomparison of the alternative tests of the KM-algorithm is undertaken
to assess the optimal configuration also highlighting the advantages and disadvantages
of utilizing the KM algorithm as an IR method.

4.1. Theoretical background and methodology

4.1.1. General aspects
Clustering is a branch of the unsupervised maline learning techniques, commonly used

to predict patterns in unlabelled data and group them in clusters, when the expected
outcome is a priori not known. A plethora of clustering algorithms exist and have been
used in many scientific sectors such as biology, medicine, economy, market research
and engineering. Depending on the type of input data, several categories of clustering
algorithms can be distinguished:

2 Parts of this Chapter have been submitted for publication in Papadimitriou & Tsoukala 2022
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¢ Centroid-based clustering, where the data points are separated based on their
squared distance from the considered centroids. The most notorious algorithm
of this category is the K-Means Algorithm (MacQueen, 1967)

o Hierarchical-based clustering where cluster are organized based on a form of
hierarchy following either a top-down or bottom-up approach. Agglomerative
clustering algorithms are commonly offered in open-source packages of
several programming languages (Python, Julia, R)

o Density-based clustering, where data are grouped with respect to areas with
high concentration of data points. A widely used density-based partitioning
algorithm is DBSCAN (Ester et al., 1996)

When desiring to perform input reduction on an arbitrary dataset of offshore sea-state
wave characteristics the number of representative conditions is usually pre-determined
by the engineer or scientist. This imposes a restriction on the clustering algorithms than
can be used, prohibiting the use of hierarchical and density-based algorithms which
operate without pre-defining the number of clusters. Based on this notion, centroid-based
clustering is considered more alluring for the determination of representative wave
conditions for morphological bed evolution simulations.

As has been mentioned in Chapter 2, several clustering algorithms belong in the
centroid-based subcategory such as K-Means, K-Medians, Fuzzy C-Means and CURE
among others. It was selected in the framework of this thesis to proceed with enhancing
and evaluating solely the performance of the K-Means clustering algorithm for a variety
of reasons the most important of which are the following:

v' K-Means is a widely used clustering algorithm in coastal engineering applications
(Camus et al., 2011; de Queiroz et al., 2019; Splinter et al., 2011) and is suitable
for the partition of large datasets (such as hourly changing offshore sea-state
wave characteristics) with low demand of computational resources.

v' Each data point belongs uniquely in one cluster in contrast to other centroid-
based clustering algorithms such as CURE and Fuzzy C-Means which provide a
more robust definition of the frequency of occurrence of each obtained centroid.

v" Robust and customizable implementations of the K-Means algorithm exist in
almost all machine learning packages of the widely used programming
languages. For instance, Python includes the packages of scikit-learn
(Pedregosa et al., 2011) and pyclustering (Novikov, 2019).

v The principles and alternative configurations of the K-Means clustering algorithm
can readily be implemented in similar centroid-based clustering algorithms,
however utilizing more than one algorithm with enhanced features would render
the comparison and analysis of the obtained results non-feasible within the scope
of this investigation.

The KM algorithm operates firstly by specifying the desired number of clusters and then
iteratively assigning each data point to the nearest cluster based on randomly selected
initial centroids. The algorithm stops the iterative procedure when a user-defined number
of iterations is reached, or reassignment of the data-points no longer occurs. The iterative
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procedure followed by the KM algorithm is carried out in two steps (the Expectation and
the Maximization step) hence it is called the Expectation-Maximization approach. The
objective function, can be written in the following form:

E=ZZwij||xi—rsz||2 (4.1)

where w;; = 1 if data point x; belongs to cluster j or w;; = 0 otherwise.
In the Expectation step the objective function E in Eq. (4.1) is minimized with respect
to w;; treating the centroids m; as fixed leading to:

. . _ 2

Wy = {1' j = argmin||x; — | (4.2)
0, otherwise

In the Maximization step that follows the objective function E in Eq. (4.1) is minimized

with respect to m; treating the centroids w;; as fixed giving:

= % Wi X

T Ywy
Therefore, in the Expectation step each data point x; is assigned to the closest cluster
with respect to the sum of the squared distance of the cluster centroid, while the
Maximization step recomputes the new cluster centroids to reflect the new assignments
carried out previously in the Expectation step.

Despite the criteria to ensure convergence of the iterations the output of the clusters
and consequently the centroids are greatly influenced by their initial selection the start of
the algorithm execution. Random selection of the initial centroids may prove to be highly
volatile since the obtained centroids may not spread out adequately. Hence the K-
Means™ centroid initialization algorithm (Arthur and Vassilvitskii, 2007) was developed
aiming to overcome this shortcoming and provide more spaced-out centroids. This is
carried out by specifying the first centroid in a random location and then choosing the
subsequent centroids from the remaining data points based on a probability, proportional
to the squared distance away from a given point's nearest existing centroid. Since its
conceptualization, the K-Means** algorithm is almost exclusively used for the centroid
initialization of the KM algorithm.

(4.3)

4.1.2. Alternative configurations of the K-Means algorithm
The unsupervised nature of the K-Means algorithm offers significant advantages, with

the most prominent being that the user has minimal interference on the expected
outcome of the obtained representative wave conditions. Conversely, it is associated
with various hinderances mostly associated with the over-representation of lowly
energetic sea-states (de Queiroz et al., 2019) and the fact that morphological bed
evolution principles are not considered in the algorithm implementation. Hence six
alternative instances of the KM algorithm (each one named KM-01 through KM-06, with
the number signifying the id of each test) were realised aiming to overcome these
inherent drawbacks and are presented below. All the instances of the KM algorithm were
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implemented in the open source scikit-learn package (Pedregosa et al., 2011) available
in the Python programming language.

1% test KM-01

The first examined configuration (KM-01) aims at evaluating the validity of utilizing the
unsupervised K-means algorithm as a valid input reduction method for annual wave
climate datasets. In the default implementation of the algorithm user interference is
minimal and the obtained centroids are based solely on the iterative procedure carried
out by the algorithm. The algorithm takes as input a dataset of offshore sea-state wave
characteristics, consisting of significant (H,) or spectral (H,,,) wave height, peak wave
period (T,) and mean wave direction (MWD) that have to be normalized in order to
perform the cluster analysis, and outputs the centroids that are taken to be the
representatives wave conditions and will be used as forcing input in the coastal area
model. Special attention was given to prescribing a large number of iterations (1000 in
this case) in order to avoid large differences in the obtained centroids due to non-
convergence of the algorithm. After blindly repeating the procedure to obtain the
centroids 5 times it was deduced that convergence was achieved since the obtained
centroids were the same between the separate executions of the algorithm. While
prescribing the number of iterations increases the computational intensity, for typical
datasets of multivariate wave climates, this increase is inconsequential for practical
applications (order of seconds to a few minutes). The initial centroids have been selected
by utilizing the K-means** algorithm to ensure that the initially chosen centroids are
adequately spread out.

2" test KM-02

The unsupervised nature of the default implementation of the KM algorithm in KM-01 has
the advantage of minimal user interference and easier inspection of the iterative
procedure to select the centroids. However, when considering the nature of wave-
induced hydrodynamics and sediment transport following a process-based modelling
approach, this unsupervised nature of the algorithm does not ensure accurate results in
bed level prediction since the algorithm considers only the Euclidean distances to assign
centroids and disregards core principles of sediment transport and morphology. The next
test case (hereafter denoted as KM-02) aims at counterbalancing this issue, by
concerting the classic binning input reduction methods with clustering techniques. For
this purpose, the widely-used Energy Flux binning method of wave schematization was
implemented to obtain a set of representative wave conditions. The obtained
representatives are then normalized and set as initial centroids to an instance of the KM
algorithm and a new set of centroids are obtained after the iterative procedure.
Effectively, the algorithm is coerced to initiate the re-assignment of clusters and centroids
from initial values which are linked to the medium-term morphological bed evolution of
coastal areas instead of utilizing K-Means™".

3" test KM-03

In practical applications, multivariate wave climate datasets (obtained either from buoy
measurements, employment of parametric models or from oceanographic databases)
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are often diverse with interchangeable energetic and mildly energetic sea-states. Often,
these lowly energetic sea-states are associated with large frequencies of occurrence and
are present in large quantities in datasets of offshore sea-state characteristics. Cluster
analysis often overestimates the contribution of these wave records in the morphological
bed evolution due to the shear amount of data points concentrated at areas of low wave
energy. Test KM-03 aims to enhance the contribution of the more energetic wave
conditions by using the individual wave energy flux of each wave records as a weight to
perform cluster analysis. After calculating the individual energy flux of each sea-state
normalization follows essentially assigning the value of 1 to the wave records with the
highest wave energy flux capacity. These weights are then provided as external values
to the KM algorithm leading to the formation of clusters and shift of centroids to more
energetic sea-states. For this case, K-Means* was utilized for the cluster initialization
similarly to the KM-01 test.
4 test KM-04
de Queiroz et al., 2019, swapped the input variables of the cluster analysis from H,.,s,
Ty, a, to HZ., Ty, a, and observed a performance increase for the case of predicting
sandbar migration. Essentially, the authors replaced the rms wave height values of the
dataset with ones based on the premise that longshore sediment transport is the main
driving factor for the medium-term morphological evolution of a coastal areas.
Consequently, an additional test case was set-up (KM-04), swapping the cluster
analysis input variables from Hg, T,, a, to S, Ef;, a,, incorporating both bulk longshore
sediment transport rates and the wave energy flux which are both associated to the
morphological coastal evolution. Various bulk longshore sediment transport formulations
can be found in literature (Bailard, 1985; Kamphuis, 1991a; Komar and Inman, 1970; Mil-
Homens et al., 2013) and most of them can be written in a general form as a function of
the yx-component of the radiation stress tensor and wave celerity at breaking point. The
CERC bulk longshore transport formula can be written as follows:

K
S = . .
pgls— DA —m)

(4.4)

where K is a proportionality factor.
Assuming a straight coastline with parallel depth contours and the validity of linear

wave theory, the well-known CERC formulation of bulk longshore sediment transport in
deep water can be obtained from Eq. (4.4):

o K
T 32(s—-1D(1-n)

-sin(2a,) - ¢, - H2 (4.5)

where a, is the deep-water wave incidence angle with respect to the shore-normal and
H, is the deep-water wave height. Even in the expression containing deep-water wave
characteristics the wave celerity at the breaker line must be calculated.

It can be deduced from both Eqgs (4.4) and (4.5) that for a bed where sediment
characteristics can be considered homogenous and constant, then the bulk longshore
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transport rate for each sea-state ultimately depends on the product of the shear
component of the radiation stress tensor and the wave celerity at breaker line.

For the particular test case, S values were calculated as the product of s, ;- ¢
utilizing the PMS-SP model presented in Section 3.2.1 in order to obtain said values for
each wave record in the dataset. The use of an accurate and detailed wave model can
contribute to alleviating the inconsistencies and assumptions by implementing Eq. (4.5)
for coastal areas with complex bed formations and non-straight coastlines. A cross-
section, which can be considered representative of the coastal bathymetry is specified
for the calculation of s,,, }, - ¢, shoreward the point where initiation of breaking occurs. At
this point, it should be noted that for regular waves the maximum value of s, ;, - ¢, is
encountered at the breaking point whereas that is not always the case for irregular
waves. Hence, when treating irregular waves, the maximum value of s,,,-c,
encountered within the surf-zone is utilized the calculate the value of the longshore
sediment transport rate. By performing separate simulations for each wave record of the
offshore sea-state timeseries a unique “1-1” correspondence is established between Hq,
Ty, a, and S, Ef;, a,. Having calculated the values of S and Ef; for each wave record the
KM algorithm is executed with input variables S, Ef;, a, to obtain the clusters and the
corresponding centroids. Taking advantage of the “1-1” correspondence mentioned
previously the representative wave conditions Hg,, T,,, a,, are extrapolated and
provided to the coastal area model to perform the morphological simulations.

5% test KM-05

The penultimate test case, namely KM-05, concentrates at incorporating results obtained
from the binning input reduction methods while simultaneously counterbalancing the
issue associated with the over-representation of low-energetic sea-states, in the wave
climate (de Queiroz et al., 2019). For this purpose, the KM algorithm is coerced to initiate
centroid initialization from the more “energetic” wave characteristics as obtained by the
Pick-up rate wave schematization method presented in Section 3.1.1.

6" test KM-06

Lastly, a test case denoted as KM-06, comprised of a modification to test KM-04, was
setup. The centerpiece of this modified test was the application of a comprehensive
filtering procedure taking advantage of the employment of the PMS wave model for the
propagation of individual wave characteristics and estimation of longshore transport
rates and the wave energy flux at the breaking point. The distinct steps of the
methodology applied in KM-06 are shown below and illustrated as a flow chart in Figure
4.1:

1. A dataset consisting of offshore sea state wave characteristics is obtained.

2. A simulation utilizing a PMS wave model is executed for each wave condition.

3. A particular section (row or column) of the computation domain considered

representative of the coastline geometry and bathymetry of the study area is
predefined.
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4. The point where initiation of breaking occurs is located for the predefined
row/column of the computational grid specified at the previous step.

5. Non-breaking waves are noted since they are considered unable to produce
adequate longshore transport for sediment motion and then eliminated,
effectively reducing the total amount of wave characteristics. It should be stated
that non-breaking waves denote sea-states with particularly small values of
significant wave height, which given the specific numerical grid resolution do not
dissipate their energy due to bathymetric breaking.

6. Inside the breaker zone, and specifically shoreward the depth where wave
breaking is initiated (see step 4), the maximum product of the shear radiation
stress component s,,, , and wave celerity ¢, is computed and then the longshore
sediment transport S through Eq. (3) and wave energy flux Ef, through Eq. (2) are
calculated.

7. A reduced dataset of S, Ef;, MWD is provided as input to the KM algorithm in
order to obtain the resulting centroids.

8. The centroids obtained at step 7 are transformed to H,,, T,, MWD taking into
consideration that each individual wave record belongs uniquely in each cluster.

9. The representatives calculated in the previous step are used as initial centroids
for the non-reduced dataset of offshore sea-state wave characteristics (see step
1) and another instance of KM algorithm is utilized to obtain new centroids.

10. The centroids obtained at step 9, corresponding to the final representative wave
conditions are obtained.

11. The wave representatives are set as input to the coastal area numerical model,
to perform the morphological evolution simulation.

The particular test case aims at alleviating the inconsistency inherently present in KM-
05 concerning waves approaching the coastline perpendicularly. It can be deduced that
these sea-states can be associated with high energy flux values but produce little to no
longshore sediment transport rates, effectively skewing the results. It should also be
stated that “non-breaking waves” refer to waves with inconsequential values of H; or T,
that do not dissipate energy due to bathymetric breaking given a typical resolution of the
bathymetric grid since in nature all waves break as they approach the shoreline.
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Figure 4.1. Flow chart of the methodological procedure applied in KM-06 to obtain the
representative wave conditions.

Concatenated overview of the examined tests
A complete list of the examined tests carried out for the purpose of this research,

signifying important aspects of the KM algorithm configuration is compiled and shown in
Table 4.1. Moreover the maximum number of iterations was set at 1000 for all the tests,
a number which is adequate to ensure convergence. The execution time for each
instance of the algorithm ranges between 10-50 s and depends on the initial centroid
selection.
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Table 4.1
Overview of the examined Input Reduction cases and applied configurations for the cluster
analysis.

. Cluster . .
Test Input Variables Initialization Method Applied weights
KM-01 Hg, Ty, a, K-Means** -
Energy Flux
KM-02 Hs, Ty, o method centroids )
Energy flux
KM-03 Hg, Ty, a, K-Means** of each wave
record
KM-04 S, Ef, a, K-Means** -
Pick-up rate
KM-05 Hs, Ty, o method centroids )
S, E¢1, a, K-Means*™
Centroids from
KM-06 Hs, Ty, a, previous instance of -
the algorithm

4.2. Methodology implementation

The obtained representative wave conditions obtained from each examined test,
corresponding to an alternative configuration of the KM algorithm will be used as forcing
input for the MIKE21 CM FM in the study area in the vicinity of Rethymno port, as
presented previously in section 3.3.1. Hence, an identical numerical mesh was utilized
for the simulations with the same parametrizations in the wave, flow and sediment
transport model to ensure consistency between the examined tests. For all simulation
sets, as was the case with the Binning Input Reduction simulations, a number of 12
representatives was considered and kept constant throughout each corresponding
simulation set.

4.2.1. Representative wave conditions
In this section an overview of the 12 representative wave conditions obtained through

the cluster analysis will be given. Although clustering algorithms utilize three variables
as input for the purpose of wave schematization, a 2-D scatter plot in terms of wave
height and wave incidence angle for all tests is shown in Figure 4.2 for a more
comprehensible representation. It should be noted that in Figure 4.2 wave incidence
angles are given with respect to the shore normal, with -90° denoting waves generated
from the west sector and 90° denoting waves generated from the east.

Regarding the obtained representatives for KM-01 it can be observed that due to the
form of the dataset, some obtained centroids are closely located (e.g. at angles of wave
incidence located near -40°). For tests KM-02, KM-05 and KM-06, which use previously
obtained representatives as initial centers, cluster centroids are distributed in a broader
area, and a shift is observed to more energetic wave representatives. Special attention
should be given to test KM-03, namely the one introducing weights related to the wave
energy flux during the algorithm execution, which as seen in Figure 4.2, leads to a
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significant shift of all the obtained centroids to more energetic representatives compared
to all the other tests. Clusters in KM-04 are more clearly defined which can be attributed
to the shift of clustering variables from H,,,, T,,, ag t0 S, Ef;, a,. Finally, tests KM-05 and
KM-06, in which two filtering methodologies for low-energetic sea-states were applied,
lead to a similar pattern regarding the distribution of wave representatives in the wave
height/wave incidence angle plane.

Although not evident directly in Figure 4.2, a major parameter influencing the final bed
level change results is the frequency of occurrence of each representative sea-state,
which is calculated by dividing the number of members of each cluster with the total
amount of data points in the dataset. As an indicative example showcase, in Table 4.2,
the representatives obtained through KM-02 and the respective ones through KM-05 are
presented.

Table 4.2
Comparison of the obtained representatives from KM-02 and KM-05 cases.
KM-02 KM-05
Cluster Hmo(m) To a0 (°) fi (%) Hrmo (M) T ao (°) i (%)
(s) (s)
1st 0.58 3.88 -45.35 19.36 0.52 3.18 -43.32 11.62
2nd 0.63 6.75 -45.12 11.77 0.64 5.40 -46.73 15.06
3rd 0.38 492 -14.41 8.65 0.65 7.78 -43.06 5.15
4th 2.40 3.18 -0.94 1.70 2.32 3.37 -1.94 2.08
5th 0.39 3.52 5.36 11.23 0.41 3.61 6.73 11.86
6th 3.46 6.83 -2.48 1.39 3.20 6.75 -5.38 1.98
7th 0.41 5.83 23.80 11.50 0.42 5.86 23.88 11.33
8th 0.91 434 2.36 9.83 1.02 4.36 1.29 9.78
9th 2.1 6.60 -4.34 3.21 0.40 4.84 -12.93 9.27
10th 1.57 517 -3.46 712 1.74 5.79 -2.62 7.73
11th 0.43 592 62.88 5.57 0.43 5.92 62.88 5.57
12th 1.07 6.87 6.47 8.68 1.07 6.84 6.65 8.57
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Figure 4.2. Obtained clusters and representative wave conditions for the (a):KM-01, (b):KM-02, (c):KM-03, (d):KM-04, (e):KM-05, (f):KM-06 test cases.
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It can be observed that most respective representatives of the two tests showcased in
Table 4.2 above are quite similar (with the more maijor difference observed at cluster 9).
However, in general the KM-05 representatives are characterized by higher frequency
of occurrence for the more energetic sea-states (e.g. cluster 6) compared to KM-02 and
in turn milder wave conditions have a lower frequency of occurrence (e.g. cluster 1). This
can in part be attributed to the elimination of low-energetic wave sea-states due to the
criterion of incipient motion, integral to the implementation of the Pick-up rate method,
which coerces the KM algorithm to initiate the iterative procedure from essentially more
energetic centroids. Therefore, tests that include a filtering procedure and utilize
previously calculated initial centroids tend to have increased frequency of occurrence for
more energetic wave events. Hence, it is considered that the frequency of occurrence is
a parameter directly influencing the composite model (i.e. MIKE 21 CM FM) performance
and accuracy of the results.

At this point, it is noteworthy to make mention of a systematic way undertaken to
eliminate as much as possible the effect of wave chronology and sequencing of
representatives. When performing simulations through the “Morphodynamic” approach,
sequencing of the reduced set of wave records influences the results and subsequent
performance evaluation (Benedet et al., 2016; de Queiroz et al., 2019; Walstra et al.,
2013). Regarding the sequencing of the reduced set of wave conditions obtained through
cluster analysis, a random ordering was undertaken, known to give a good
representation of the natural variability of the wave climate (de Queiroz et al., 2019). It
can be easily deduced that the sheer amount of sequencing combinations for 12
representatives would add both another factor of complexity and significantly increase
the computational burden required for a comparison between the respective KM tests
due to corresponding sensitivity analysis. Recognizing however, that random
perturbation of the cluster centroids obtained through tests KM-01 to KM-06 can lead to
a majorly different ordering of the representatives and significantly affect model
performance evaluation, an effort to minimize this effect was undertaken. Performing a
random ordering of the obtained representatives for case KM-01, for the subsequent
tests the ordering with the closest similarity between the examined test and KM-01 was
obtained by implementing the well-known Kuhn-Munkres optimization algorithm
(Munkres, 1957) typically used for the assignment problem. Specifically, the most similar
centroids with regards to the normalized H,,,, T,, a, values with respect to the KM-01
case were calculated for each test KM-02 through KM-06 and then ordered accordingly.
Although the representatives obtained through the different tests still possess
differences, the implementation of the Kuhn-Munkres algorithm can ultimately minimize
the effect of sequencing between the consecutive tests and ensure that the performance
evaluation of model results can largely be attributed to the enhancements to the KM
algorithm examined in the framework of this thesis.
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4.3. Results and Discussion
In this section the results obtained by the MIKE21 CM-FM composite model will be
presented and analyzed for all the examined tests with respect to the different
configurations of the KM algorithm.

The morphological bed evolution obtained from the Brute force simulation is shown in
Figure 4.3. Zones of accretion can be distinguished along the examined coastline along
with some accretion at the lee breakwater of the port. Additionally, accumulation of
sediment is shown at the port entrance while a distinctive erosion zone is located south
of the port entrance. Some erosion zones also exist at shallow depths extending from
the middle of the computational mesh till the eastern boundary. It should be noted that
model calibration for the Brute force simulation due to absence of bed level
measurements in the study area is not feasible, however it is considered that the process
of keeping the same model parametrization between the Brute force and test simulations
can provide a fair evaluation of the performance of the KM algorithm examined herein.
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Figure 4.3. Relative bed level change obtained from the Brute force simulation containing the
full dataset of wave records.

The bed evolution at an annual time scale, obtained at the end of the numerical
simulations for tests KM-01 through KM-06 is depicted in Figure 4.4. The results will
firstly be visually compared to the Brute force simulation to evaluate the capability of
each test in reproducing the morphological changes induced by the full wave climate.
Regarding case KM-01, the general morphological response is deemed similar to the
one obtained from the Brute force simulation. Although the accretion at the coastline of
interest is reproduced, the magnitude of the bed level changes is underestimated, whilst
the erosion areas just a few meters offshore are overestimated both in length and
magnitude. Additionally, the erosion zone southward of the port entrance is present in
the process-model results, albeit it is once again underestimated in magnitude. The
same conclusions can be drawn for case KM-02, although more alternating zones

between erosion and accretion are observed throughout the shallow areas of the
computational mesh.
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KM-03 test seems to lead to the best results regarding the visual inspection of the
morphological evolution related to the Brute force simulation results. Interestingly,
despite the fact that this test is associated with the more energetic representatives, in
turn the morphological changes are generally milder than the previously analyzed tests.
This can be attributed to the fact that the extreme sea-states have small frequencies of
occurrence and that the morphological response of the particular study area is not driven
exclusively by these events. To expand on this, the obtained representatives of the
particular KM-03 test shown in Figure 4.2, do not correspond to the best representation

of the cluster members throughout, since the centroids are shifted to unrealistically large
values for the milder sea-states.
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Figure 4.4. Morphological bed evolution simulation results for tests (a) KM-01, (b) KM-02, (c)
KM-03, (d) KM-04, (e) KM-05, (f) KM-06.
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Concerning case KM-04 a persistent underestimation of the intensity of the
morphological changes is present throughout the computational mesh. Particularly
evident is the absence of an elongated accretion zone at the port’s lee breakwater. The
transformation of clustering variables can be the cause of this effect, since non-breaking
waves that have oblique incidence with respect to the coastline normal, can significantly
affect the clustering analysis results. In general though, the morphological patterns of
KM-04 are deemed acceptable compared to the reference simulation.

KM-05 seems to offer a good reproduction of the morphological evolution obtained
from the full wave climate. Specifically, this test is associated with morphological
changes of the same magnitude as the Brute force simulation, capturing the intensity of
the accretion zone at the coast of interest quite satisfactorily. As with the previously
examined scenarios though, the erosion zone near the port entrance is once again
underestimated. Similar morphological bed evolution results are obtained in the KM-06
case which operates in a similar manner, i.e. centroid initialization specified by a
thorough methodological approach and filtering of lowly-energetic sea-states. Small
differences in the accretion/erosion patterns can be observed in which each test is
superior to the other, for example KM-05 gives a better reproduction of the results along
the sandy coastline whereas KM-06 captures the accretion at the lee breakwater in a
more satisfying manner.

As has been previously mentioned, model evaluation will be carried out for the area
enclosed within the polygon shown in Figure 3.7, to ultimately assess in a more precise
manner the performance of each test and evaluate the efficiency of the KM clustering
algorithm as an input reduction technique. A compiled list of the calculated BSS values
is shown in Table 4.3.

Table 4.3
Calculated BSS values for all the examined test cases.
KM-01 KM-02 KM-03 KM-04 KM-05 KM-06

BSS 0.63 0.64 0.65 0.66 0.71 0.68

All tests that were examined for the purpose of this research are deemed as “Excellent”
with respect to the BSS classification (Sutherland et al., 2004a) which further validates
the findings from visual inspection of the morphological bed evolution analysed above.
Test KM-02 leads to a rather inconsequential improvement in terms of BSS compared to
the default setup of the KM algorithm presented in KM-01. Both tests essentially perform
similarly since they overly estimate the contribution of lowly-energetic sea-states,
signified by relatively large frequencies of occurrence for the corresponding clusters. KM-
03 test offers a slight improvement in the statistical metrics compared to the previous two
tests, which should in part be attributed to the increased weights of the highly-energetic
sea-states.

Test KM-04 shows a marginal improvement of performance, which signifies that for
the particular study area, swapping clustering variables from H,,,, T,, MWD to S, Eg,
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MWD leads to an improvement of model results. Additionally, a further improvement is
achieved in KM-06, which operates using the same clustering variables, albeit utilizing a
filtering procedure to eliminate non-breaking waves from the dataset, considered unable
to produce significant morphological changes. It should be noted that for the study area
in question and the particular dataset, non-breaking waves corresponded to about 23%
of the total amount of data, a percentage which is regarded to affect cluster formation
significantly. To further support this, the best performing test was found to be KM-05
which once again utilizes cluster initialization obtained from a binning input reduction
method in conjunction with a filtering methodology based on the criterion of incipient
sediment motion.

In both KM-05 and KM-06, the effective reduction of the dataset ultimately leads to a
shift of higher frequencies of occurrence for the more energetic representative wave
conditions. This parameter is considered to be vital in obtaining more accurate results,
since even a small percentile increase significantly affects the obtained morphological
evolution at an annual scale. By applying a filtering methodology, the issue inherently
present in clustering algorithms, related to the overestimation of mild sea-states’
contribution to the morphological bed evolution (de Queiroz et al., 2019) is somewhat
alleviated, leading to a significant performance increase of the process-based model.
Finally, it should be stated that model performance can also be affected using a Morfac
to speed up simulations associated with the non-linear response of the morphology to
each wave forcing condition.

Due to the complexity of the Pick-up rate method, integral for test KM-05, it is
considered and proposed that the methodological approach of KM-06 can be safely
applied in coastal engineering applications producing satisfying results of bed level
evolution for coasts where waves are the main forcing factor driving the sediment
transport. Despite the lower obtained BSS values in relation to the proposed
enhancements, the use of the default implementation of the K-Means algorithm (KM-01
test) is justified for use in coastal engineering applications. The minimal interference
required for the selection of the representative sea-states is especially alluring, since it
requires minimal user input and interference compared to the more complex tests of KM-
02 through KM-06.
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Chapter 5

ﬁevisiting the concept of Representative
Morphological Wave Height'

Representative Morphological Wave Height (RMWH) selection approaches constitute
the oldest branch of wave input reduction methods that is to this day used in numerous
studies (Borah and Balloffet, 1985; Chondros et al., 2022; Chonwattana et al., 2005;
Karambas et al.,, 2013; Karambas and Samaras, 2017; Papadimitriou et al., 2022b;
Pletcha et al., 2007; Tsiaras et al., 2020) due to the relative ease of implementation and
sound theoretical background. It is quite similar in conceptualization and operation to the
Binning IR methods, with the main difference being the consideration of fixed directional
bins that are not characterized by an equal fraction of a “morphologically significant”
proxy quantity. In the framework of this thesis the concept of RMWH methods is revisited
and various modifications to the initially proposed method of Chonwattana et al., 2005,
aiming to improve model performance are examined.

To that end, three alternative (often used in tandem) approaches are examined in
addition to the default case revolving around the following: (a) subdivision in wave height
bins per each directional class, (b) considering transitional zones where longshore and
cross-shore sediment transport dominate the sediment transport regime interchangeably
and (c) elimination of lowly energetic sea-states by employing an Artificial Neural
Network (ANN) developed and trained in the framework of this thesis.

The innovative aspects in this chapter revolve around considering the effect of both
longshore and cross-shore sediment transport in the specification of the representative
wave conditions. Noteworthy is also the employment of an Artificial Neural Network to
provide concise and rapid elimination of wave records unable to initiate sediment motion
overriding the utilization of time-consuming numerical simulations for that purpose.

The alternative configurations of the RMWH method of Chonwattana et al., 2005,
were once again implemented and intercompared in the coastal area in the vicinity of
Rethymno Port, Crete, Greece by performing simulations with MIKE21 CM FM, to select
the optimal configuration with respect to the predicted bed levels.

' Parts of this Chapter have been published in Papadimitriou et al., 2022.
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5.1. Theoretical background and methodology

5.1.1. General aspects
In the framework of this PhD thesis the method to select RMWH proposed by

Chonwattana et al., 2005 was utilized, specifically the one pertaining to the conservation
of the longshore sediment transport in each directional bin. As has been previously
mentioned, in order to obtain a pre-defined number of representatives, firstly one has to
divide the dataset of offshore sea-state characteristics in directional bins of fixed size,
with the number of directional bins being identical to the desired number of
representative wave conditions. Then, for each directional bin and each distinct wave
record the constants C;, C,, C; are calculated through Egs. (2.10), (2.11) and (2.13)
respectively. Then the equivalent value of each constant is obtained as the mean value
in each directional bin. Finally, the representative wave characteristics are obtained by
implementing the system of equations shown in Eq. (2.15).

In order to justify elimination of sea-states unable to induce incipient sediment motion,
which is an integral part of one the examined configurations, the wave orbital velocity
signal near the bed is compared to the critical values as proposed by van Rijn, 2007:

0.24[g(s — 1)]°¢d233T,)33 for 0.05 < dso < 0.5 mm
crw { 0.95[g(s — D1°57d2B T for 0.5 < dso < 2.0 mm
In the following subsection the examined alternative configurations considered to
investigate possible room for improvements of the more traditional approach will be
presented.

(5.1)

5.1.2. Examined alternative configurations
The alternative configurations examined herein can be generally implemented for any

arbitrary number of sea-states chosen to represent a mean annual wave climate,
however for the purpose of this research this number was chosen to be constant at 12
for all cases.

1st test RMWH-01

The first test corresponds to the default implementation of the morphological wave height
selection method of Chonwattana et al., 2005. A dataset of offshore wave characteristics
of Hp, T,, MWD is transformed to Hy,,, Ty, ay. Given that the offshore wave incidence
angle with respect to the shore normal is within the range of [-90°, 90°] and the number
of representatives is 12, it follows that 12 corresponding directional bins at 15 degree
intervals are formed. Then for each directional bin, with the sequential utilization of Egs.
(2.10), (2.11), (2.13), (2.14) and (2.15) a set of 12 representative offshore wave
characteristics (H,, T, a.) are obtained which then can be used to force the coastal area
model.

2nd test RMWH-02

As has been previously mentioned, representative wave characteristics are obtained by
dividing the wave climate in a predefined number of directional bins and obtaining solely
one representative sea-state for each bin. Most coastal zones are subject to a diverse
wave climate, containing both mild (usually associated with higher frequencies of
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occurrence) and extreme wave conditions. For these cases, prescribing only one wave
representative for each directional bin, tends to be inadequate to describe the variations
of the wave height. Test RMWH-02 aims to counterbalance this issue by providing an
additional subdivision in the wave heights sector, depending on if the wave energy flux
of a particular wave record exceeds the average energy flux of the particular directional
sector. The distinct steps of this methodology have as follows:
1. Obtain a timeseries of offshore sea-state characteristics.
2. Define the desired number of representative conditions N,.. An even number of
N,. should be specified.
3. Divide the wave records into N,./2 directional bins.
4. For each directional sector calculate the individual wave energy flux of each wave
record (eliminating constants), through the following relationship.

1
Eri = g5 HsiTpi (5.2)
where the subscript “i” denotes each wave record.
5. Calculate the average wave energy flux of each directional bin as follows:
YErif;
Erea ==5 ¢ 7 (5.3)

6. Using the value calculated through Eq. (5.3) as a boundary, two subsectors in
each directional bin are formed. Each wave record is assigned to a sole
subsector, depending on if its individual wave energy flux exceeds or subceeds
the average value calculated in Eq. (5.3).

7. Effectively a total of N, subsectors (with N,./2 subdivisions in wave direction and
2 subdivisions in the wave height) are obtained.

8. Calculate the representative wave characteristics at each subsector by
implementing the system of Eq. (2.15).

This test aims to bring the RMWH method closer to the Energy flux binning IR method
(Benedet et al., 2016) by implementing similar principles, albeit the Energy flux bins do
not contain the same fraction of the cumulative energy flux of the timeseries. By defining
“subcritical” and “supercritical” subdivisions in the wave height sector based on the
average wave energy flux, the interplay between mild and more energetic sea-states is
more adequately prescribed.

3rd test RMWH-03

The previously presented tests are all based on the premise that longshore sediment
transport is the main driving force responsible for the medium-term bed level evolution.
Considering an ideally straight coastline with parallel depth contours and assuming that
waves approach the coastline with small angles of incidence (almost perpendicularly)
then cross-shore sediment transport is an important factor influencing the morphological
evolution and should be considered in the calculations. To that end, a new RMWH
method, hereafter called the “Transition Zone” method has been developed and
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implemented in the framework of this research defining influence zones where longshore
and cross-shore transport drive the morphological bed evolution interchangeably.

Observing a wave ray and applying the principles of wave energy conservation in
deep water and eliminating constant quantities, the longshore and cross-shore
component of the wave energy flux can be calculated as follows:

{Els = HZT,sina, (5.4)

E.s = HZT,cosag
where E;; is the alongshore and E the cross-shore component of the wave energy flux
respectively.

Given a pair of significant wave height H; and peak wave period T,, and solving Eq.
(5.4) for several values of the wave incidence angle a,, zones with interchange
dominance of longshore and cross-shore sediment transport gradients are distinguished,
with the following boundaries, as chosen in the framework of this thesis:

|Esl = 2|Egs], longshore transport dominates
|Ecs| = 2|Eql, cross — shore transport dominates (5.5)
else, interchangeable dominance

Considering once again the idealized case of a straight coastline with depth parallel
contours, the following five zones can be distinguished with respect to the angle of wave
attack relative to the shore normal, as shown in Table 5.1.

Table 5.1
Zones of interchangeable influence of longshore and cross-shore transport gradients depending
on the angle of wave incidence for an idealized straight coastline.

Zone ) Angle Of_ wave Influencing factor
incidence intervals
Z1 [-90.0, -63.5) Longshore transport
Z2 [-63.5, -26.5) Longshore & Cross-shore transport
Z3 [-26.5, 0.0) Cross-shore transport
Z4 [0.0, 26.5) Cross-shore transport
Z5 [26.5, 63.5) Longshore & Cross-shore transport
Z6 [63.5, 90.0] Longshore transport

Having defined these influence zones, a separate driving quantity is selected for each
one and considered vital in shaping the morphological changes and therefore the
selection of representatives. Hence the following rules are applied:
o For zones Z1 and Z6 the main driving quantity is the wave energy flux which can
readily be calculated through Eq. (2.20).
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Based

For zones Z2 and Z5 the main driving quantity is the bulk longshore sediment
transport, and coincidentally takes the maximum value in this angular range.
For zones Z3 and Z4 the influence of the cross-shore transport can be calculated
through Eq. (2.16).

on the above assumptions the steps taken to reproduce and implement this

methodology have as follows:

1.
2.

10.

Obtain timeseries of offshore sea-state characteristics.
Define the desired number of representative conditions N,.. An even number of
N,. should be specified.
One representative wave is calculated for all the dataset by solving the system
of Egs. (2.15).
Specify the angle between the orientation of the shoreline of interest and the
representative angle of wave incidence as calculated in step 3 above.
Considering the value of this angle the mean wave direction of each wave record
should be transformed accordingly with respect to the shore normal at the range
of [-90°, 90°].

Divide the wave records into the 6 directional bins, forming the Zones Z1 to Z6
by implementing the principles of Eq. (5.5)
Subdivide further the directional bins defined in step 2, prioritizing the directional
bins possessing waves with the higher frequencies of occurrence until a number
of N,/2 directional bins is obtained.

Depending on the influence zone each directional bin falls into, calculate a driving
quantity for each individual wave records as follows:

e Z1 and Z6: calculate the wave energy flux E; through Eq. (2.20)

e Z2 and Z5: calculate the longshore sediment transport rate S; through Eq.
(4.3)
e Z3 and Z4: calculate the P parameter through Eq. (2.16)
For each directional bin calculate the “equivalent” values of each driving quantity
(taken as the mean value of each bin) as follows:

( Y Eqif;
Eiea = Zj}i
Sifi
\ Seq = Zz_ff (5.6)
2 Pif;
e =37,

Using the value calculated through Eq. (5.6) as a boundary, two subsectors in
each directional bin are formed. Each wave record is assigned to one subsector,
depending on if its individual wave energy flux exceeds or subceeds the
“equivalent” value calculated in Eq. (5.6).

Thereafter a total of N, subsectors (with N,./2 subdivisions in wave direction and
2 subdivisions in the wave height) are obtained.
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11. Calculation of the representative wave characteristics at each subsector by
implementing the system of Eq. (2.15) follows. The representatives are then used
to force the coastal area model.

It should be mentioned that the presented “Transition Zone” method, which is the
backbone of test RMWH-03, is subject to a number of assumptions, the most important
of which is that the coastline is considered relatively straight in the derivation of the
quantities. This is not always the case in nature, which implies that the angle of wave
incidence can rapidly change even between adjacent segments of the coastline. Hence,
for two coastline segments with differing orientation and the same offshore sea-state
characteristics, one can be influenced mainly by longshore and the other by the cross-
shore sediment transport. The underlying complexity of the coastline geometry is
inherently not treated by most input reduction methods which aim to retain a level of
simplicity (de Queiroz et al., 2019; Pletcha et al., 2007). However, despite the limitations
in the theoretical aspects of the methodology, once again the use of a parabolic mild
slope wave model modified to calculate longshore sediment transport gradients at the
point where initiation of breaking occurs, offers a more thorough approach compared to
the analytical expressions.

4" test RMWH-04

The 4" test aims to revisit a common practice implemented in tandem with wave input
reduction methods which revolves around the disposal of sea-states from the dataset if
they do not exceed a certain threshold in the significant wave height (Benedet et al.,
2016; Walstra et al., 2013). However, this approach is loosely defined, and the threshold
is both site specific and if set too high can sometimes lead to deterioration of results
(Walstra et al., 2013). The particular test aims to systematically eliminate of wave records
if they are unable to initiate sediment motion, adopting the principles of the Pick-up rate
binning Input Reduction method (Papadimitriou et al., 2020) but further expanding the
ease of implementation and applicability range.

To that end, a methodology incorporating several simulations conducted with the
PMS-SP model that were used to train an Artificial Neural Network (ANN) on the premise
of eliminating wave records unable to initate sediment motion was developed. The layout
of the methodology as well as the parametrization and training of the ANN is showcased
below.

Methodology Layout
Observing Eq. (3.13) it can be readily deduced that the following dependencies can be
distinguished for the bed shear stress under the effect of the waves.

Tpw = f(Uw,fw) (5.7)
Considering the near-bed wave orbital velocity signal setting sediment grains into motion
depends on the wave characteristics inside the surf-zone, Eq. (5.7) can be rewritten with
the following dependencies.

Thw = f(HS,b’ Tp.b,3bfw) (5.8)
where the subscript “b” denotes values inside the surf-zone.
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Estimation of breaking wave characteristics depends mainly on the offshore sea-state
wave characteristics as well as the bed slope as ordered by a plethora of analytical wave
breaking models (e.g. Kamphuis, 1991b; Weggel, 1972). Additionally, the wave friction
factor can be substituted with a sole dependency on the median sediment grain diameter
dso by specifying a Nikuradse roughness k,=2.5ds, considering that the turbulence
conditions within the surf-zone can be safely approximated as rough and the bed
considered flat. Hence the bed shear stress due to waves, is rewritten with the following
dependencies:

Tpw = f(Hg, Tp,a0,ds0, tanp) (5.8)
The same dependencies also apply in the calculation of the near-bed wave orbital
velocity signal. The correspondence between offshore sea-state characteristics and the
values within the surf-zone is obtained by implementing the PMS-SP wave model,
developed and enhanced in the framework of the present thesis. Given an annual
dataset of hourly varying offshore sea-state wave characteristics, the estimation of 7;,,
would be a tedious task, requiring intense computational resources and compromising
the acceleration aspect of Input Reduction Methods when applied in coastal zones with
vastly different characteristics. Hence, a thorough methodology has been developed to
systematically eliminate sea-states considered unable to initiate sand motion by
combining numerical modelling simulations and the training and implementation of an
Artificial Neural Network (ANN) to accelerate morphological modelling simulations and
enhance the reliability of model results for a wide application range. The distinct steps
comprising the methodology are the following:

1. Three idealized alongshore uniform bathymetries are constructed, each
characterized by a different value of the bed slope tanf3, namely 1:5, 1:25 and
1:50. A spatial discretization step of 2.5 m was utilized to discretize the
bathymetry with a total of 2800 cells in the cross-shore and 100 cells in the
alongshore direction.

2. This step concerns the definition of a preset number of combinations of the
Input Parameters (IP) of {Hs, T;,a,,dso, tanf}. It was desirable to define many
combinations of the IP in order to cover the wide array of possible values in
an arbitrary dataset of offshore sea-state characteristics and coastal bed
composition. Hence the lower and upper boundaries of the IP were defined
and are shown in Table 5.2, and a Saltelli sampling method (Saltelli, 2002)
typically used in Global Sensitivity Analysis applications was utilized to obtain
a set of 14168 possible combinations of the IP. To ensure realistic pairs of Hg
and T, an additional restriction was imposed on the values of peak wave
period, which was to satisfy the Jonswap correlation between H; and T,. To

reduce the sheer number of combinations, the K-Means clustering algorithm
was implemented to reduce the combinations of the IP to 3000. Finally, 250
additional scenarios were considered to account for bounding values of the IP
not directly accounted for by the cluster analysis, raising the final number to
3250.
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Table 5.2
Boundaries of the Input Parameters specified in the analysis
H; (m) T, (s) a,(®) dso (mm)  tanp (—)
minimum 0 0 -90 0.06 1:50
maximum 7 15 90 2.0 1:5

10.

following

For each combination of the IP, simulations were carried out through the PMS-
SP wave model. The model outputs are given in the form of maps of significant
wave height and mean wave direction.

Taking advantage of the alongshore uniformity of the bathymetries, the mean
value of the near-bed wave orbital velocity shoreward the depth where
initiation of breaking takes place is calculated at a cross-section in the middle
of the domain in the alongshore direction.

The set of IP {Hs, Tp,80,d50, tan,B} are therefore linked to a unique value of the

Output Parameter (OP) {U,,}. The corresponding values of IP and OP are
provided for the training and validation of an ANN, which will predict U,, for
any values within the ranges defined in Table 5.2.

The trained ANN can then be implemented for any dataset containing offshore
sea-state wave characteristics by specifying corresponding values of the
median sediment diameter and mean bed slope and then predict values of U,,,.
The predicted values of U,, are then compared to the critical values of U,
as calculated by Eq. (5.1). If U, < Uy, ., the sea-state is considered unable to
initiate sediment motion and is eliminated from the dataset. All the eliminated
sea-states are considered to contribute to the “calm” conditions, which also
contain sea-states that exit the numerical domain and do not induce
morphological changes in the coastline of interest.

With the completion of step 7, a reduced set of “morphologically significant”
offshore sea-state characteristics is obtained containing the sea-states that
are considered capable of initiating sediment motion.

A pre-defined number of wave representative conditions are obtained by
solving the system of equations in Eq. (2.15) for each desired directional bin.
The representatives obtained at step 9 are then used to force the coastal area
model.

The proposed methodology developed in the framework of test RMWH-04 is valid for
real-field
parameters within the ranges presented in Table 5.2, considering the effect of the waves
in stirring
section 3.1.1 in the framework of the Pick-up Rate binning IR method but has the

conditions (and not for experimental scale) and for any combination of the
the sediment. It is a natural evolution of the filtering methodology presented in
distinguishing qualities:

Through the training of an ANN, the added computational burden is

inconsequential (the ANN produces results within seconds) further enabling the
concept of acceleration of morphological modelling simulations.
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e Considering the mean value of the wave orbital velocity within the surf-zone
ensures a concise filtering of relatively low-energetic sea-states. Strictly
speaking, all sea-states at a certain point are subject to wave breaking and
initiate sediment motion, the proposed methodology however aims to define
wave records that would produce significant morphological changes for an
extended area within the surf-zone.

Training and validation of the ANN

The basic aspects and procedure to train and validate the developed ANN will be
presented herein. In general, two datasets are needed when training an ANN, in
particular the training and the validation dataset. The combination of the two sets
composes the generalization set which contains the necessary data for the construction
of the ANN. In the present study, the generalization dataset is comprised of 3250
combinations of the IP as shown in the subsection above, which are divided into 2925
events for the training dataset and 325 randomly selected events for the validation
dataset, leading to a training / validation split of 90% / 10%.

A Multilayer feed-forward ANN was chosen to predict the wave orbital velocity signal
near the bed, for a given set of offshore sea state wave characteristics and a
representative value of the bed slope and sediment mean diameter. The number of units
(neurons) and hidden layers composing the ANN architecture is vital for its performance.
In essence, fewer neurons and hidden layers will result in low accuracy whereas too
many neurons and hidden layers will increase complexity and significantly increase the
computational effort required for the training procedure. The most employed methods of
determining the number of hidden neurons are experimentation and trial and error.

The ANN architecture that was implemented herein was chosen after experimenting
with various architectures and parametrizations, with the goal to minimize the Mean
Squared Error (MSE) between the generalization dataset target values and the ANN
predictions. The ANN was set-up in the python programming language using the open
source TensorFlow machine learning library (https://www.tensorflow.org/). After the
trials, it is comprised of the following architecture.

e Aninput layer (IL) sending input data to the network.
e A hidden layer (HL1) composed of 32 units and a rectified linear unit (relu)
activation function.
e A hidden layer (HL2) composed of 64 units also using a relu activation function.
e An output layer (OL) with a linear identity activation function.
The relu activation function is commonly applied in the hidden layers of Machine
Learning and Deep Learning models. The function returns zero if it receives any negative
input, but for any positive value it defaults to a linear identity function as follows:
f(x) = max (0,x) (5.9)
For the output layer a linear identity transfer function (x) = x is used.
Input and output parameters are normalized so that they always fall within a specified

range [0,1] in order to reduce errors associated with the specific characteristics and
magnitudes of the data. Any value of the IP:{HS, Ty, a,, dsp, tan /3} is normalized through
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a minmax normalization based on the bounding limits shown in Table 5.2. For the OP a
minmax normalization is also implemented based on the maximum and minimum values
of U,, calculated through the set of 3250 distinct simulation scenarios. Given a specific
value of parameter (p) the normalized value (p™) is obtained as:
P
pn= _PMmin (5.10)

IDmax'Pmin
where p is a particular input/output parameter, P,,;, and P, are the minimum and the
maximum values of the parameter encountered in the entire dataset, and the superscript
n denotes a normalized value.
The normalized values of the input parameters propagate from the input layer (IL)
through the hidden layers (HL1, HL2) to the output layer (OL). The final and intermediate
values are calculated as follows:

xjH'-1=F Zw““ IL | -gH! i=1,...N1 (5.11)

(5.12)

XjHL2:F ZWHL2 HL1 _ejHLZ i=1,...N2

ol F[(ZWOL HL2> o =1

where N1 and N2 is the number of units in the hidden layers HL1 and HL2 respectively,

subscript j denotes a particular data point of the generalization dataset, w;; are numerical
HL2
),

(5.13)

weights (between the input and hidden layers wHLl, wij 6; are the biases, and F is
the activation function considered on each layer.

The initial weights and biases are randomly assigned, and the ANN is trained using
the IP to assign the optimum weights and biases. As has been previously mentioned,
the performance of the training procedure is assessed by calculating the Mean Squared

Error (MSE) between the output and the target values as follows:

MSE = Nz (1) = (am9e) ]2 (5.14)

where N is the amount of generalization data points i.e. 3250 for the particular case.
The MSE is then utilized to adjust weights and biases using the gradient descent

method:

, OMSE
, OMSE
gif=9ij_KW (516)

ij

where w'ij and 9;j are the updated weights and biases after each epoch and « is the
learning rate set equal to 0.001, while setting 100 epochs (passes) was found sufficient
to obtain the optimal values of the MSE. Ultimately, an MSE = 9.2 E-5 was obtained after
completing the training and validation of the ANN. The error and performance metrics of
the training of the ANN are showcased in Figure 5.1.
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Figure 5.1. Error and performance metrics of the training procedure of the ANN: (a) Evolution of
the MSE during the training and validation of the generalization dataset (b) ANN predicted
values against the respective targets of the generalization dataset (normalized values).

The implemented ANN is valid for sand sediment grains and for all the values within the
ranges shown in Table 5.2. The following assumptions and restrictions were considered:
o The sole effect of the waves on stirring up sediment is taken into account. This
assumption is made on the basis that in essence the bed shear stress due to
waves is orders of magnitude greater than the respective one due to current only
(Soulsby, 1997).

e The training of the ANN was carried out with simulations of uni-directional waves
through a Parabolic Mild Slope wave model. For multidirectional waves an
alternative model should be used for the training procedure, since the parabolic
approximation of the mild slope equations pertains mostly to waves with small
directional spreading.

Despite the above considerations, the ANN covers a wide array of coast configurations
and offshore sea-state wave characteristics and is a useful and valid complementary tool
for the RMWH selection method examined herein.

5.2. Methodology implementation

5.2.1. Study area and model setup
In a similar manner to Chapters 3 and 4, the simulation sets corresponding to the

alternative RMWH configurations will be implemented in the coastal area of Rethymno,
Crete, Greece. However, in contrast to the evaluation the Binning Input Reduction
methods and the K-Means clustering algorithm, which were carried out through the
“Morphodynamic” approach, the simulations in this Chapter will be performed as dictated
by the “Morphostatic” approach. Hence, each representative wave condition will use the
same initial bathymetry from the simulations and the final bed level will be obtained by
combining the respective results. As has been previously mentioned, although the
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“Morphostatic” approach omits some principles on the constant feedback between
waves and hydrodynamics and the sequencing of sea-states, it is in turn used very oftern
in engineering practice since it is several orders of magnitude faster and easier for the
assessment of results compared to the “Morphodynamic” approach, so it is worth
examining in the framework of this dissertation.

A slightly altered finite element mesh was utilized for the simulations of the alternative
RMWH configurations, considering a circular offshore boundary and is showcased in
Figure 5.2. The circular boundary is considered to better accommodate sea-states with
relatively large angles of wave incidence with respect to the shore-normal, which are
more prevalent in the RMWH selection methods compared to the Binning wave
schematization methods. The nominal length of the finite elements and the mesh density
levels were kept consistent with the previous instance of the mesh utilized for the
simulations presented in Chapters 3 and 4. In Figure 5.2, the area where model results

will be evaluated by calculating the BSS values, is also showcased.

£ ¥ )

Figure 5.2. Finite element mesh with circular open boundary, showcasing the area (within the
closed polygon) where the morphological model results will be evaluated for the RMWH tests

Once again, offshore sea-state wave characteristics extracted for the year 2012 from the
MEDSEA_MULTIYEAR_WAV_006_012 (Korres et al., 2019) product was used to force
the 3" generation spectral wave model MIKE21 SW. It should be stated that it is not
feasible to perform a simulation with 8219 hourly changing wave records that influence
the study area (as can be seen in the wave rose plot in Figure 3.6) through the
“Morphostatic” approach, since that would require an excessive amount of computational
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resources. Hence, for the purpose of conducting a Brute force simulation a detailed -yet
schematized- wave climate was considered in line with similar studies on this subject
(e.g. Benedet et al., 2016; Walstra et al., 2013). Hence the offshore wave climate was
divided in wave height bins of constant intervals of 0.5m and for angles of wave incidence
ranging from -90° (generated from the west sector) to 90° (generated from the east
sector) a constant step of 15° was considered. A histogram of the significant wave height
and the wave incidence angle is showcased in Table 5.3.

Table 5.3
Histogram of significant wave height and wave incidence angle for the year 2012.

ag (")

Hs [m] [-90,-75) [-75.-60) [-60,-45) [-45,-30) [-30,-15) [-15,0) [0,15) (15,30) [30-45) [45,60) [60-75) [75-90) Percentage
(0.0-0.5] 41.212%
0
(1.0-1.5) 0.012% 0.110% | 3.323% 0.609% 4.674% 5.599% 1.071% 0.049% 0.024% 0.073% 0.073%  16.310%
(1.5-2.0] - - 0.243% 0.316% 0.316% 2.726% 2.118% 0.426% - - 0.012% 0.061% 6.220%
(2.0-2.5] - - 0.134% 0.024% 0.146% 0.694% 1.144% 0.170% - . - - 2.313%
(2.5-3.0] - - 0.061% 0.037% 0.061% 0.414% 0.572% 0.012% - - - - 1.156%
(3.0-3.5] - - - - 0.024% 0.207% 0.523% 0.012% - - - - 0.767%
(3.5-4.0] - - - - 0.061% 0.341% 0.061% - - - - - 0.463%
(4.0-4.5]) - - - - 0.012% 0.122% 0.012% - - - - - 0.146%
(4.5-5.0] - - - - 0.012% 0.037% - - - - - - 0.049%

0.195% 0.329% 11.064% 4.905% 2.714% 15.019% 16.687% 5.538% 0.730% 0.438% 0.913% 0.256% 100.000%

Observing the frequencies of occurrence of the histogram it can be deduced that 68 sea-
states are considered to compose the Brute force simulation with each sea-state
represented by the mean value of the corresponding significant wave height, incident
wave angle and peak period bins.

The following procedure is adopted to obtain the final bed level for the Brute Force
simulations. Each distinct sea-state simulation is executed utilizing the MIKE21 SW, HD
and ST models in direct coupling. Furthermore, the SW and HD models are utilized in
quasi-stationary mode to ensure faster convergence, allowing to prescribe relatively
shorter total simulation times. The simulation is completed after an “equilibrium” state is
obtained in the morphological model, signifying small variations on the rates of bed level
change in each time step, practically no longer altering the coastal bed. The appropriate
time depends on the incident wave characteristics and computational domain size and
was determined by implementing a trial-and-error approach, concluding that setting a
total time of 86,400s was sufficient to reach an equilibrium state in the morphological bed
evolution. To avoid unrealistic fluctuations in the bed level update calculations the model
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was allowed to “spin-up”, meaning that the morphological calculations were initialized
after 30,000 s.

The computed bed level change obtained from each distinct sea-state simulation is
then multiplied by the corresponding frequency of occurrence (as shown in Table 5.3).
Ultimately, the respective results are summed together to obtain the integrated annual
bed level change from the Brute Force simulation. The same procedure is followed for
the RMWH tests, but instead of using 68, 12 wave representative sea-states are
considered.

5.2.2. Representative wave conditions
In this subsection the representative wave conditions obtained from the distinct tests

RMWH-01, RMWH-02, RMWH-03 and RMWH-04 will be showcased.

In Figure 5.3 the representatives of the RMWH-01 method, constituting the classical
approach to select representative “annual equivalent” wave heights are showcased as a
bivariate scatter plot of significant wave height and wave incidence angle.
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Figure 5.3. Obtained 12 representative wave conditions (red markers) by implementing the
RMWH-01 test. The boundaries of the rectangles denote the constant directional bins.

As can be seen in Figure 5.3, the high frequencies of occurrence of the lowly energetic
sea-states shift the representative wave conditions to relatively lower values. In contrast
to the binning IR methods, the divisions strictly concern the directional and not the wave
heights bins, and for the particular case the description of the more extreme sea-states
that are present in the directional bins with a, 3 [—15°,30°] is not well posed.

The abovementioned issue is somewhat alleviated in test RMWH-02, which considers
6 directional bins and 2 subdivisions in the wave height bins. Each subdivision in the
wave heights contains half of the cumulative energy flux of the wave records present in
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each of the 6 directional bins. The obtained representatives and respective bins are
shown in Figure 5.4.
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Figure 5.4. Obtained 12 representative wave conditions (red markers) by implementing the
RMWH-02 test. The boundaries of the rectangles denote the defined bins.

The relatively simple approach of providing additional divisions in the wave height -at
least visually- leads to a better prescription of the diversity of the full offshore wave
dataset of the particular study area. Effectively, test RMWH-02 brings the RMWH
methods closer to their binning IR counterparts, with the main difference is that binning
IR methods do not consider a constant interval in the directional bins.

The next test (RMWH-03) requires a preliminary estimation of a singular
representative set of significant wave height and peak wave period in order to define the
transition zones where longshore and cross-shore transport interchangeably drive the
calculation of the representatives. Implementing the system of Egs. (2.15) a sea-state
with Hg ,.=1.04m and T, .=5.12s was calculated. Thereafter following the methodology of
RMWH-03, the “transition zones” for this set of wave characteristics were defined and
are shown in Figure 5.5.
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Figure 5.5. “Transition zones” of interchangeable dominance of the alongshore (blue line) and
cross-shore (red line) component of the wave energy flux (defined by the perpendicular dashed

lines).

The obtained representative wave conditions of test RMWH-03 is shown in Figure 5.6.
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Figure 5.6. Obtained 12 representative wave conditions (red markers) by implementing the
RMWH-03 test. The boundaries of the rectangles denote the defined bins corresponding to the

“transition zones”.
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Comparing the obtained respective representatives between RMWH-02 and RMWH-03
it can be deduced that they are quite similar. In particular, for zones 3 and 4, where cross-
shore ftransport drives the selection of representatives, RMWH-03 shifts the

2
representatives to lesser wave heights. This can be attributed to the use of Hs /T as a
P

proxy quantity instead of HSZTp which pertains to test RMWH-02. Nevertheless, the
representative sea-states ultimately selected by the two tests are quite similar in values
and frequencies of occurrence.

Test RMWH-04 utilizes the trained ANN to estimate wave orbital velocities for each
combination of offshore sea-state wave characteristics and then systematically eliminate
those that do not exceed the threshold value of the near-bed orbital velocity calculated
through Eq. (5.1). As has been previously mentioned, a median sediment diameter of
0.15mm and bed slope of 1:50 was set as input to the ANN. Out of the 8219 wave
records, 4060 are considered unable to initiate sediment motion and are therefore
eliminated from the dataset. A scatter plot showcasing the obtained representative
conditions of test RMWH-04, as well as the retained and eliminated sea-states are shown
in Figure 5.7.
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Figure 5.7. Obtained 12 representative wave conditions (red markers) by implementing the

RMWH-04 test. The light blue markers denote sea-states eliminated by the ANN whereas dark
blue markers denote those retained in the dataset.

Observing Figure 5.7 it can be derived that the elimination of lowly energetic sea-states
shifts the results to more energetic representative waves conditions. To better assess
the differences, the representatives obtained by the RMWH-04 test are compared to
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those obtained by the similar RMWH-02 test and are shown in Table 5.4. As it has
already been mentioned, the sea-states that are eliminated through the implementation
of the ANN in RMWH-04, are considered to contribute to the “calm conditions”, i.e. they
retain their frequency of occurrence but are considered to have no contribution in shaping
the morphological bed evolution. This is articulately shown in Table 5.4, as the total
frequency of occurrence for the 12 representatives of RMWH-04 sums up to 56% and
not 100%. Ultimately, the interplay between the more energetic wave characteristics
obtained through RMWH-04 and their lowest frequencies of occurrence is considered to
significantly influence the reliability and accuracy of the morphological model results.

1R-aezlree:;tative wave conditions obtained by the RMWH-02 and RMWH-04 test respectively.

Bin RMHW-02 RMWH-04

Hmo(m) Tp(s) ao(®) fi (%) Hmo (M) To ao (°) fi (%)

s

1st 0.43 571 -76.33 0.69 0.73 5(.0)2 -71.75 0.32
2nd 0.43 445 -42.54 17.55 0.85 5.21 -46.48 8.97
3rd 0.79 463 -8.39 21.39 1.15 5.23 -7.74 11.12
4th 0.54 516 12.82 21.81 0.96 5.76 9.74 14.13
5th 0.27 5.74  42.71 4.92 0.68 5.5 41.45 0.45
6th 0.31 596 70.29 1.93 0.71 6.02 67.84 0.82
7th 0.94 433 -67.08 0.34 1.32 6.76 -69.8 0.11
8th 1.06 5.05 -46.8 12.13 1.42 5.88  -46.07 4.33
9th 2.42 5.22 -7.49 5.17 2.57 5.74 -6.97 4.31
10th 1.71 5.68  7.04 11.72 2.01 6.33 6.61 5.44
11th 0.69 591 41.05 1.17 0.87 6.62 39.33 0.37
12th 0.87 598 72.06 1.17 1.29 5.8 76.79 0.24
Total 100.00 50.61

5.3. Results and Discussion

In a similar manner to Chapter 2 and 3, in this section the results obtained by the MIKE21
CM-FM coastal area model will be presented and analyzed for all the examined RMWH
tests. An advantage of the “Morphostatic’ approach to model morphological bed
evolution is that it is easier to observe the impact of individual sea-states in shaping the
hydrodynamic and sediment transport field and assess the results compared to the
“Morphodynamic” approach where the forcing sea-states consecutively succeed one
another and hence it is considerably more difficult to assess the impact of each sea-state
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individually. In Figure 5.8, the wave and hydrodynamic field after steady state conditions

are achieved for the sea-state of the Brute force simulation with the following

characteristics H;=3.06m, T,,=5.81s and MWD=15.27° are presented.
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Figure 5.8. Obtained wave (a) and hydrodynamic field (b) for a sea-state with H;=3.06m,

T,=5.81s and MWD=15.27°.

As can be seen in Figure 5.8, waves refract as they reach the shoreline, with almost
perpendicular directions of wave incidence, relative to the shore-normal. The “diffraction
patterns” that are observed at the shadow area of the port’s main breakwater, are caused
by the directional turning of the waves when they reach an obstacle and not by the effect
of wave diffraction which was not enabled in the wave simulations. Consequently, phase
averaged models such as MIKE 21 SW are not suitable to describe the diffracted waves

inside port basins, especially when wave reflection is dominant.

In Figure 5.9 the results of the bed level changes obtained by the Brute force

simulation consisting of the 68 sea-states shown in Table 5.3 are presented.
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Figure 5.9. Bed level changes obtained by the Brute force simulation.

Observing the results of Figure 5.9, an area of accretion can be distinguished across the
shoreline, followed by eroding zones just seaward this zone. The erosion areas are more
spatially extended (denoted by the green and light-green colors in the colormap), albeit
with smaller intensity compared to the accretion. In the port entrance accumulation of
sediment is also observed. Comparing the results to the ones obtained through the Brute
force simulation for the same study area and time period performed through the
“Morphodynamic” approach in Chapters 3 and 4 (i.e. Figure 4.3), it can be deduced that
the two simulations produce similar results as far as the patterns of
sedimentation/erosion are concerned. The Brute force simulation of the “Moprhostatic”
approach slightly underpredicts the magnitude of the bed level changes, especially for
the eroding areas, and the changes occur mainly at shallower depths. The last part can
be attributed to the constant feedback between the hydrodynamics and morphology in
the “Morphostatic” approach, constantly altering the depths at each morphological time
step, hence shifting the breaker zone position for each sea-state and affecting the
hydrodynamic and morphological results.

The obtained bed level changes for each alternative simulation sets (RMWH-01 to
RMWH-04) examined are shown in Figure 5.10.
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Figure 5.10. Bed level change simulation results for tests (a) RMWH-01, (b) RMWH-02, (c)
RMWH-03 and (d) RMWH-04.

Inspecting the results for all the RMWH test simulations, it can be observed that the
general morphological features and patterns are adequately reproduced. However, the
visual inspection of the obtained results from RMWH-01 identifies significant
discrepancies compared to the Brute force simulation. In particular, the erosion at x =
544500 m and y=3913700 m is overpredicted and the accumulation of sediment in the
port entrance is not present at all in test RMWH-01. This can be attributed to the shifting
of the centroids to less energetic sea-states since division in classes is only undertaken
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in the directional bins whereas the hydrodynamic patterns leading to deposition of
sediment in this are my be caused by more energetic sea-states.

In contrast, test RMWH-02 offers a distinction in overcritical and subcritical classes
based on the cumulative energy flux of each directional bin, achieving a better
description of the diversity of the wave characteristics in the annual dataset. This seems
to lead a significant improvement of model results compared to the benchmark Brute
force simulation, where it is noteworthy to mention that all the dominant morphological
features can be observed in both the results of both the Brute force and RMWH-01 test.
Hence, the simple modification of altering the form of the bins where representative
waves will be thereafter calculated improves the results for the specific case study.

Test RMWH-03 expands on the concept of RMWH-02 but utilizes different proxy
quantities to define the bins in the wave height based on if the longshore or cross-shore
sediment transport influences the morphological evolution. The obtained results are very
close to those obtained in RMWH-02, and adequately reproduce the morphological bed
evolution of the Brute force simulation. From the visual inspection of the results, test
RMWH-04, which utilizes a trained ANN to eliminate sea-states that are considered
incapable of initiating sediment motion in the nearshore seems to provide the best
reproduction of the morphological changes observed in the Brute force simulation. To
further support this assessment, in Table 5.5 the obtained BSS values for the evaluation
area shown in Figure 5.2 along with the percentage model run-time reduction compared
to the Brute Force simulation are shown.

Table 5.5
Obtained Brier Skill Scores (BSS) in the evaluation area and model run-time reduction compared
to the Brute Force simulation for the RMWH simulation sets.

RMWH-01 RMWH-02 RMWH-03 RMWH-04
BSS 0.24 0.56 0.58 0.65
Simulation time 485 470 462 468

reduction (%)

The obtained BSS values for tests RMWH-02, RMWH-03 and RMWH-04 are classified
as “Excellent” with respect to the classification proposed by Sutherland et al., 20043,
while the default implementation of Chonwattana et al., 2005, (RMWH-01) is classified
as “Good”. Consequently, the enhancements to the default method examined in the
framework of this thesis lead to a significant improvement of model results validating
their use for the annual prediction of coastal bed evolution. Particularly, test RMWH-04,
which takes advantage of an ANN to eliminate sea-states that are unable to produce
significant morphological changes seems to be the best performing method out of those
examined herein. When performing simulations through the “Morphostatic” approach, a
significant reduction in model run-time can be observed mostly due to the fact that the
forcing wave conditions are reduced from 68 for the Brute force to 12 for the RMWH
tests. Some small fluctuations between the model run-time reduction between the
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RMWH simulation sets are attributed to the required time to achieve convergence in the
MIKE21 wave and hydrodynamic modules, which is not constant for all sea-states, but

depends mainly on the wave period and wave height boundary conditions at the offshore
boundary.
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Chapter B

Eomparative analysis of Input Reduction methods

with field measurements

The assessment of the performance of wave Input Reduction methods is a tedious task,
usually requiring conducting a “brute force” simulation (Benedet et al., 2016; Luijendijk
et al., 2019; Papadimitriou et al., 2020; Walstra et al., 2013) containing the full offshore
sea-state timeseries of wave characteristics. Utilizing “brute force” simulations as the
ground truth for validation of model results, obtained by implementing wave input
reduction methods, is carried out due to the inherent difficulty of performing detailed field
measurements of bed evolution at an annual and inter-annual scale. Recognizing this,
in this Chapter an attempt to evaluate the reliability of the wave IR methods examined at
the framework of this thesis and compare them with field measurements of beach
morphology is undertaken.

It should be noted that obtaining accurate and reliable measurements of the bed
evolution of an elongated coastal area (or even individual beach profiles) at these
temporal scales is a daunting task. First and foremost, simultaneous and frequent
measurements (at least for a full 6-month period and periodically every month up until a
year is reached) of offshore wave characteristics, nearshore hydrodynamics and
morphology are required to be able to accurately calibrate each driver composing the
coastal area model. Ideally, additional measurements of beach morphology &
topography should be carried out before and after storm events to assess their impact
on the morphological evolution of the upper and lower shoreface. It is obvious that these
issues have both economic implications and also add a varying degree of uncertainty if
the measuring instrumentation is not properly adjusted and calibrated.

Therefore, due to these restrictions few research efforts (Chonwattana et al., 2005;
de Schipper et al., 2016) have been realized to assess the performance of morphological
models against field measurements of 2D coastal areas in the medium term (months to
a few years). In particular, most research efforts focus on the process-based modelling
of the Sand Engine (Stive et al., 2013) mega nourishment project established along the
Delfland coast by depositing about 21 million m® of sand. The initial annual spreading
and morphological response of the mega nourishment has been simulated with the
Delft3D coastal area model (Luijendijk et al., 2017a, 2017b). The authors conducted
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“brute force” simulations containing the full annul dataset of measured offshore sea-state
characteristics and considering the effect of tide and wind and concluded that the default
parametrizations of the Delft3D model did not produce a satisfactory morphological
response. The need to parametrize the coastal area models to meet the site-specific
needs staggeringly increases both the complexity of the simulations and most
importantly the computational resources. In addition, the lack of available field
measurements of waves and bed elevation in most coasts worldwide, leads most
researchers to evaluate the performance of input reduction methods considering brute
force simulations containing the full or a detailed representation of the full wave climate
as a benchmark and replacement to the measurements (Benedet et al., 2016; de Queiroz
et al., 2019; Papadimitriou et al., 2020; Papadimitriou and Tsoukala, 2022; Walstra et
al., 2013).

In this chapter, the best-performing input reduction methods were identified by inter-
comparing results against detailed bed evolution field measurements of the coastal area
at the coast of Skala Eresou in Lesvos Island, Greece. For this reason, a single method
for each branch was selected from all of the alternative configurations presented in
Chapters 3, 4 and 5 (i.e. binning IR methods, K-Means algorithm and RMWH methods),
based not only on the performance and obtained BSS, but also the ease of
implementation and computational effort requirements. The three selected methods
were then implemented to assess the capability of the MIKE21 CM model to capture the
observed coastal bed evolution after a 9-month period and thus provide some initial
insights for the optimal wave input reduction method for practical applications.

6.1. Study area and model set-up

In this subsection the main characteristics of the area of interest (i.e. overview, geometry
of the coastal bed, sediment characteristics) are presented along with the offshore wave
characteristics chosen to force the MIKE21 CM FM. Also, the thought process for
selecting the best method for each branch of wave IR methods, presented in Chapters
3,4 and 5 respectively, are laid out.

6.1.1. Area of interest and available data

The coastal area of interest is located in Skala Eresou in Lesvos Island, Greece. The
homonymous village has a population of 349 residents according to the census of 2011.
The main activities in the village revolve around tourism due to the popularity of the beach
of Skala Eresou which is contained within the study area, leading to an increase in the
population of up to 6000 people (Velegrakis et al., 2008). It is a barred pocket beach with
a length of about 2.2 km bounded in the east by an existing fishing shelter and in the
west by the cape of Kofinas. A general overview of the study area is shown in Figure 6.1.

159



Chapter 6. Comparative analysis of Input Reduction methods with field measurements

red rectangle at the top right picture)

Regarding the geomorphological characteristics of the study area, the sea-bottom
contours are relatively parallel to the shoreline in shallower depths, especially in the
western part of the study area with the bed slopes reaching about 6.5%, with the
presence of bars at depths between 3-5 m. The relative alongshore uniformity of the
beach is disturbed to the east and especially close to the fishing harbour. Of particular
interest is the presence of the stream “Chalandra” with its outflow situated at the center
of the beach which resupplies the coastal zone with sediment. However, the construction
of the Chalandra dam in 1999 significantly altered the sediment balance in the coastal
zone, withholding up to 52%-55 of the total sediment yield of the catchment area
upstream (Velegrakis et al., 2008). The eastern-most part of the coastline has
experienced the vast majority of development due to seasonal tourism, with the
construction of seawalls and promenades along the coastline. However, these manmade
constructions inadvertently have intensified the beach erosion in their vicinity (Karambas,
2010). In general, the coastline of Skala Eresou is retreating at the easternmost part,
however it is characterized by high spatial variability due to both the impact of waves and
potential resupply of sediment by the “Chalandra” stream.

Detailed bathymetric surveys were conducted at the coastal zone of Chalandra for
the time period between 2013-2017, at 6 specific dates (03/11/2013, 26/04/2014,
14/02/2015, 19/11/2015, 29/12/2015 and 22/06/2017). The bathymetric surveys
extended between depths of -1.0 to -22.0 m utilizing a singlebeam Hi-Target HD 370
hydrographic eco sounder, at a dense grid of survey lines. In depths shallower than 1.0
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m, an RTK DGPS (TopCon Hipper Il) was employed to record backshore beach profiles
and were combined with the bathymetric measurements (Andreadis O et al., 2017).
Additionally, sediment characteristics were measured at 19 sampling positions, both

in shallow and intermediate water depths which are shown in Figure 6.2.
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Figure 6.2. Sampling positions where sediment characteristics were obtained (Andreadis, 2022,
reproduced with permission from the author)

The median grain diameter (ds,) and standard deviation (g,,,) for each sampling position
is presented in Table 6.1.

Table 6.1
Mean grain diameters and standard deviation of the sampled sediments at the positions shown
in Figure 6.2 (Andreadis, 2022, reproduced with permission from the author).

Sampling ID__ d5, (mm) o (9)

1 0.44 0.62
2 0.40 0.53
3 0.27 0.58
4 0.36 0.53
5 0.25 0.62
6 0.24 0.77
7 0.27 0.66
8 0.34 0.69
9 0.42 0.68
10 0.41 0.55
11 0.51 0.55
12 0.63 0.65
13 0.59 0.57
14 0.37 0.53
15 1.06 0.85
16 0.41 0.5
17 0.37 0.4
18 0.36 0.47
19 0.44 0.62
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As can be observed from Table 6.1, the sediments at the study area mostly consist of
medium to coarse sand (Andreadis, 2021). It is also noted that from the conducted
surveys, the finer grains were encountered at shallower water depths (h<2.5 m). Finer
grain sizes are also present eastward the “Chalandra” stream, with the coarser grains
situated westward.

In order to evaluate the morphological model predictions utilizing input reduction
methods, it is desirable to compare consecutive bed level field measurements covering
almost an entire year. Since this prerequisite was not satisfied in the study area, from
the six available dates of conducted bathymetric and topographic surveys, it was
selected to evaluate the performance of the morphological model for a period of 9 months
between 14/02/2015 and 19/11/2015. The main reason for this selection was to avoid
spans larger than one year between consecutive measurements, hence 03/11/2013 to
26/04/2014 and 29/12/2015 to 22/06/2017 were not considered, while simultaneously
avoiding evaluating results in dates close to the winter season, where the presence of
possible storm events close to the measuring date can distort the evaluation procedure
for the extended period.

Due to the absence of offshore wave measurements at the study area, offshore sea-
state characteristics were obtained from the CMEMS database at a point showcased in
Figure 6.3, using the regional package MEDSEA_MULTIYEAR_ WAV_006_012 (Korres
et al., 2019) for the period between 14/02/2015 and 19/11/2015. The wave rose plot for
the aforementioned time period is also shown in Figure 6.3.
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= 10-15m 4.0-45m
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180.0

Figure 6.3. Extraction point (a) of wave characteristics and (b) wave rose plot offshore the
study area of Skala Eresou, Lesvos Island.

As can be seen in Figure 6.3, with respect to the coastline orientation of the study area
(i.e. the shore-normal forms an angle of 202.5° measured clockwise from the true north),
waves generated with mean wave direction between [292.5°, 112.5°], i.e. from the WNW,
NW, NNW, N, NNE, NE, ENE, E and ESE sectors, are excluded from the analysis since
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they are not considered to produce morphological changes in the area of interest.
Consequently, from the 8017 wave records 2052 were retained since they propagate
towards the study area, i.e. from [112.5°, 292.5°] measured clockwise. The waves with
the highest energy capacity are predominantly propagating from the south sectors. To
support this, the largest wave encountered in the dataset, in terms of significant wave
height propagated from the south sector with the following characteristics: H;=4.45 m,
T,=8.39 s and MWD=197.26".

6.1.2. Computational mesh and model parametrization

For the simulation of the wave propagation, hydrodynamics and morphological evolution
the MIKE21 CM FM was once again utilized. It was selected to proceed with the
“Morphostatic” approach, where each simulation with the respective representative wave
forcing input is executed considering the same initial bathymetry. This approach was
selected since it is easier to calibrate the model parameters and assess the
morphological response of each representative simulation compared to the more
complex “Morphodynamic” approach (Olij, 2015). Additionally, since all simulations are
based on the same initial bathymetry, the effect of wave chronology has no effect on the
integrated result.

The initial bathymetry contained data from the conducted bathymetric and
topographic surveys in 14/02/2015. It should be mentioned that the coastline position
was extracted by digitizing points with zero elevation, after performing linear interpolation
on the original bathymetric and land elevation points. A finite element mesh was
constructed based on the above, containing three density levels, a sparser area covering
the offshore domain (with a local maximum area of 2500 m? per element), a finer, which
extended from the intermediate waters up to depths of about 4.0 m at the (with a local
maximum area of 300 m? per element) and a very detailed dense area, extending from
4 m deep up to the west shoreline (with a local maximum area of 80 m? per element).
Furthermore, a circular offshore wave generation boundary was considered. The finite
element mesh and the initial bathymetry, with the corresponding three distinct mesh
density levels, is shown in Figure 6.4.
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Figure 6.4. Computational mesh and initial bathymetry of the study area for the date of 14/2/2015.

To evaluate and validate the morphological model results the coastal area situated
eastward the Chalandra stream was excluded from the calculations, since the presence
of manmade construction works (such as seawalls and the port infrastructure) in this
highly urbanized area render the inclusion of wave reflection and diffraction in the wave
driver mandatory. Since MIKE21 SW is a spectral wave model, it is not capable of
resolving the processes of wave reflection and diffraction, it is not deemed suitable for
the purpose of evaluating results in this area. Consequently, morphological model
evaluation focused in the coastal area situated west of the “Chalandra” stream at the
area described in Figure 6.4 located within the mesh “Density Level 3", where there is
not significant presence of reflecting walls or rocky foreshores.

The performance of the morphological model was evaluated by calculating the BSS
values by considering the bathymetry of 14/2/2015 as the baseline and the bathymetry
of 19/11/2015 as the measured quantity. The BSS values were evaluated in 4 distinct
coastal profiles (extending up to 4 m deep), shown in Figure 6.5, and superimposed with
the measured bathymetry of 19/11/2015, extracted from the bathymetric surveys.

Figure 6.5 shows that the profiles where model results were evaluated are
concentrated in an area where the sediment characteristics are mainly constant (as
shown in the sampling points 10, 11, 12, 13 in Figure 6.2 and Table 6.1). Taking this into
consideration, a mean value of the median sediment grain diameter and grading from
the abovementioned 4 sampling points was considered and set as a constant through
the whole numerical domain.
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Figure 6.5. Computational mesh and measured bathymetry of the study area for the dte of
19/11/2015 and control sections where model results were evaluated.

After constructing the mesh, calibration of the necessary model parameters to
produce correct and consistent order of magnitude of the bed level predictions was
undertaken. Observing that the offshore waves (Figure 6.3) are generated predominantly
from the S (MWD=180") and SSW (MWD=202.5") sectors, accounting for about 76% of
the waves propagating towards the study area, a single representative “equivalent wave”
was calculated for each of those sectors though the system of Eq. (2.15). The
subsequent task concerns conducting several trial-and-error simulations to determine
the appropriate simulation time for the composite model and the values of important
calibration parameters. Usually, a good indication of the appropriate simulation time is
when the bed level changes are inconsequential (order of magnitude less than 1-2 mm
between two plotting model time steps), and the coastal bed reaches an “equilibrium”
state.

Due to the absence of wave measurements in the study area, the calibration
parameters of the wave breaking criterion were set at their default values. Since the
sediment median diameter was obtained from in-situ measurements the most important
calibration parameter is the Manning friction coefficient which significantly affects the
results of the hydrodynamic and sediment transport models. Summarily, the trial-and-
error simulations were mostly aimed at capturing the correct order of magnitude of the
bed level changes at the section of “Profile 4” (Figure 6.5), by specifying the total time of
each representative simulation and the value of the Manning’s coefficient. In Table 6.2,
the most important parametrizations set in the MIKE21 SW, MIKE21 HD and MIKE21 ST
models are compiled and shown.
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Table 6.2
Significant model parameters determined through a trial-and-error set of simulations.

Model parametrizations
Simulation time (s) 132600

Time step (s) 30

Staring time for the
morphological simulation

36000
Manning coefficient (m'3/s) 39
dso (mm) 0.535

(%) 0.58

The parameters shown in Table 6.2 were then consistently set in all the necessary
simulations conducted for each representative of the selected IR methods.

6.1.3. Selection of the optimal input reduction methods

In this subsection a sole wave input reduction method out of those presented and
evaluated from each branch, i.e. Binning IR methods (Chapter 3), K-Means clustering
algorithm (Chapter 4) and RMWH selection approaches (Chapter 5), will be selected
based on the accumulated experience obtained by implementing them in the coastal
area of Rethymno, Greece. It is noted that apart from choosing the best performing
method with regards to the calculated BSS values, significant consideration was given
to the relative complexity of each method’s implementation and possible additional
requirements of computational resources.

The Binning IR methods examined in Chapter 3 were the Energy Flux Method, and
two methods developed in the framework of this thesis, the Pick-up rate (Papadimitriou
et al., 2020) and Threshold Current method. From the intercomparison of the three
methods in the coastal area of Rethymno, the best performing one with respect to the
BSS values was the Energy flux method, followed by the Pick-up rate and Threshold
Current methods, which were similar in performance. The most alluring aspect of the
newly developed methods is the significant model run-time reduction achieved by
eliminating wave records unable to initiate sediment motion and thus reducing the length
of the dataset of offshore sea-state wave characteristics, when following the
“Morphodynamic” approach. However, this is not the case when performing simulations
through the “Morphostatic” approach, where each representative is assigned the same
simulation time. Inadvertently, in this case the utilization of a robust -yet complementary-
PMS wave model to estimate wave characteristics in the nearshore for those two
methods can increase the required computational effort. Based on its reduced complexity
and ease of implementation, the fact that it was the best performing one in the case study
of the Rethymno coastal area, and that it has been used consistently with satisfactory
results in numerous research efforts (Benedet et al., 2016; de Queiroz et al., 2019;
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Papadimitriou et al., 2020; Walstra et al., 2013), it was chosen to proceed with the Energy
Flux wave schematization method as the representative of the Binning IR methods.

In Chapter 5, six different alternative configurations of the K-Means clustering
algorithm were implemented, to evaluate its viability as a wave input reduction method.
With regards to the obtained BSS values the best performing tests were found to be KM-
05, which initiates the centroid selection based on the representative wave conditions
obtained by implementing the Pick-up Rate wave IR method and KM-06, which combined
the swap of the input clustering variables and filtering of wave records producing minimal
(close to zero) longshore sediment transport rates. The default implementation of the
clustering algorithm (test KM-01), as shown by the visual inspection of the bed level
change results (Subsection 4.3) and the obtained BSS produced a satisfying
reproduction of the benchmark Brute force simulation. It should be noted that test KM-
05 and KM-06 exhibited a marginal improvement of performance compared to the KM-
01 test, however they are rather complex for implementation in practical applications
considering that they require additional numerical simulations through the PMS-SP wave
model. This increases the requirements for computational effort, especially when the
“Morphostatic” approach is followed. Additionally, the conceptualization and
methodology of these tests is rather complex and hence more difficult to implement for
practical applications. On the other hand, even though test KM-01 produced slightly
worse BSS compared to the other examined tests, it is far easier to implement and
requires minimal user interference. To further support this, it is noted that only the total
required number of representatives has to be specified before the algorithm execution,
without providing the number of subdivisions in the wave height and direction bins, which
is a prerequisite for the traditional Binning IR methods. Ultimately, based on the above
assessment the default implementation of the clustering algorithm (KM-01) was selected
and utilized to assess the bed level evolution at the coastal front of Skala Eresou.

Regarding the RMWH selection methods examined in Chapter 5, the best performing
one, with respect to the obtained BSS values was RMWH-04 closely followed by RMWH-
03. The former test incorporated the use of a properly trained ANN tasked with the
calculation of the wave orbital velocity and elimination of wave records unable to initiate
sediment motion, while the latter was based on the definition of transition zones with
interchanging influence of longshore and cross-shore sediment transport. RMWH-03 is
very computationally efficient since the implementation of the ANN considerably speeds
up the elimination of the lowly energetic sea-states. On the contrary the transition zone
method, despite including relatively simplified calculations, is more taxing
computationally for practical applications, due to the complexity of distinguishing the
transition zones. The classical RMWH-01 method is relatively easy to implement,
however for the analysis carried out in Chapter 5 it was the worst performing one in tests
of the morphological response and obtained BSS values. A relatively simple modification
to RMWH-01, namely test RMWH-02, which creates subdivisions in both the wave height
and direction sectors lead to a significant performance increase. Summarily, based on
the very low requirements in computational resources and the fact that it was the best
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performing method with regards to the BSS for the case study of Chapter 5, the RMWH-
04 method was chosen as the optimal one out of all the tested Representative
Morphological Wave Height selection methods.

To provide a more comprehensible overview of the comparative analysis carried
above, Table 6.3 presents a grading system of all the different methods and tests to
support the selection of the three representative methods out of the prevalent branches
of wave input reduction. The two criteria considered were model performance (judged
mostly by the obtained BSS values for the case studies of Chapters 3,4 and 5) and
computational efficiency (mostly revolving around ease of implementation and
requirements of computational resources). The minimum and maximum values of the
available grades are 1 and 5, signifying the worst and best behaviour respectively. The
method with the highest total score was the one ultimately selected. It is imperative to
note that the grading system is based on the experience obtained from the analysis
carried out in the previous Chapters for the study area of Rethymno, Greece and should
not be interpreted as universal criteria.

Table 6.3

Comparative grades of each wave IR method based on its performance and computational
efficiency for the “Morphostatic” simulation approach. Higher grades (in bold fonts) denote the
best performing method for each wave IR branch.

wave IR branch wave IR method Perf/oSrLr;l?nce Co;g;?r:?ynal Total score
EFmethod  |NNMMNGINNNN ¢ [NNNNSRNN
Binning IR methods PR method 4 3 !
TC method 4 3 7
KM-02 3 4 7
K-Means clustering KM-03 > 2 !
KM-04 3 3 6
KM-05 4 3 7
KM-06 4 3 7
RMWH-01 2 4 6
RMWH selection RMWH-02 3 4 7
methods RMWH-03 4 3 7
RMWH-04 TN 0

As a disclaimer, the grades shown in Table 6.3 concern simulations conducted through
the “Morphostatic” approach which is the focus of this Chapter. For instance, when
performing simulations through the “Morphodynamic” approach, the grades of the
computational efficiency category for the Pick-up rate and Threshold Current Binning IR
methods are expected to reach higher values, while the corresponding ones for the EFM
will be considerably reduced.
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6.1.4. Representative wave conditions
In this section, the representative wave conditions obtained by implementing the Energy

Flux, K-MEANS (KM-01) and RMWH-04, i.e. the representative morphological wave
height selection method incorporating an ANN tasked with elimination of sea-states
considered unable to initiate sediment motion. As has been previously mentioned, the
shore-normal forms an angle of 202.5° measured clockwise from the true north, hence
waves approaching the coastline with incidence angles larger than |90°| relative to the
shore-normal were eliminated from the dataset since these waves do not influence the
morphological bed evolution. It is noted that wave incidence angles of -90° denote waves
propagating from the East sector, whereas angles of 90° denote waves propagating from
the West sector respectively. Consequently, for the examined time period, 2052 hourly
changing wave records approached the shoreline with angles of wave incidence capable
of producing longshore sediment transport and inducing morphological changes. It
should be mentioned that in a similar manner to the previous Chapters, 12 wave
representative conditions were considered and kept constant for the three examined
wave schematization methods examined herein.

The representative wave conditions obtained by implementing the Energy flux method
of wave schematization are showcased in Figure 6.6.
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Figure 6.6. Obtained 12 representative wave conditions (red markers) by implementing the
Energy Flux wave schematization method.

As expected, since the waves with the highest energy flux capacity have wave incidence
angles with a,=[0°,30°], six out of the possible twelve representative conditions fall within
this range. The representative wave condition with the highest energy flux capacity has
the following characteristics: H;=4.31 m, T,,=8.39 s, MWD=198.37° with a frequency of
occurrence f;=0.44 %.
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Subsequently, the wave representatives obtained by implementing the K-Means
algorithm (KM-01), utilizing the K-Means++ centroid initialization algorithm and setting
the maximum number of iterations to 1000 are showcased in Figure 6.7.
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Figure 6.7. Obtained 12 representative conditions (larger pentagon markers) and respective
clusters, by implementing the KM-01 wave schematization method.

Due to the nature of the offshore wave climate at the study area, implementation of the
KM-01 wave schematization method leads to the formation of 5 representative sea-
states within the range of a,=[0°,30°], in a similar manner to the Energy Flux wave input
reduction method. In contrast to the Energy flux wave schematization method, KM-01
calculates centroids with higher representative angles of wave incidence for the sea-
states located further from the shore normal. The representative sea-state with the
highest energy capacity has the following characteristics: H;=3.98 m, T,=8.36 s,
MWD=197.70° with a frequency of occurrence f;=1.12 %.

In order to implement the RMWH-04 method the following parameters were supplied
as input to the ANN regarding the mean sediment grain size and beach slope were
supplied: ds,=0.535 mm and tan $=1/50. The ANN led to the elimination of 1455 sea-
states, effectively reducing the length of the dataset by about 70%. The representative
wave conditions, by implementing the RMWH-04 wave schematization method are
presented in Figure 6.8.
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Figure 6.8. Obtained 12 representative conditions (red markers) and bin boundaries (red

rectangles) by implementing the RMWH-04 method. The light blue markers denote sea-states
eliminated by the ANN whereas dark blue markers denote those retained in the dataset.

The elimination of sea-states considered unable to initiate sediment motion leads to a
major altering of the obtained representatives and the corresponding frequencies of
occurrence. Of particular interest is the directional bin of a,=[—60°,—30°], where only
two sea-states were retained in the dataset after the implementation of the ANN, hence
they are considered as two of the obtained twelve representative conditions. The
elimination of lowly energetic sea-states leads to the shift of the wave representatives to
more energetic centroids, with the less energetic representative sea-state having the
following characteristics: H;=0.91 m, T,,=5.21 s, MWD=123.85° with a frequency of
occurrence f;=0.5 %. In contrast, the representative wave conditions with the highest
energy flux capacity (H;=2.91 m, T,,=7.49 s, MWD=196.17°) is significantly milder than
the corresponding ones obtained through the Energy Flux and KM-01 wave
schematization methods, however it is associated with a significantly higher frequency
of occurrence f;=4.87 %.
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6.2. Results and intercomparison of input reduction methods

In this section the results of the predicted bed levels after obtaining a weighted average
of the simulations with the 12 representative wave conditions obtained with the EFM,
KM-01 and RMWH-04 wave schematization methods are presented and compared to
the measured values from the bathymetric survey conducted in 19/11/2015 in the study
area. As has been previously mentioned, the evaluation of results was carried out in four
coastal profile sections Figure 6.5) focusing on part of the study area where the sediment
grains are comprised mostly of fine and medium sand.

The computed bed levels from each wave IR method along with the measured values
of the Initial (14/2/2015) and Final (19/11/2015) bathymetry are shown in Figure 6.9 for
Profiles 1 and 2 and Figure 6.10 for Profiles 3 and 4 respectively. Observing the Initial
and the Final bathymetry for all sections, significant accretion volumes are distinguished
extending from the shoreline up to the bed elevation of -4 m. The largest proportion of
sand is accumulated up to the bed level of -2.5 m, signifying that the coastal processes
take place shoreward this depth. However, especially in Profile 3 the formation of an
elongated bar can be observed, extending up to 250 m from the initial shoreline position
and reaching bed levels of about -4.5 to -5.0 m.

In general, the three examined Input Reduction methods are capable of reproducing
the observed accretion patterns especially between bed levels of -1.0 and -2.5 m in all
the examined Profile Sections. However, the model forced with the representative wave
conditions for all three methods seems unable to capture the accretion of the shoreface
(the model consistently predicts erosion at depths less than 0.5 m) and at depths >3.0
m for most Profile sections.

172



Bed Elevation (m)

Bed Elevation (m)

Chapter 6. Comparative analysis of Input Reduction methods with field measurements

" Profile 1
b Initial (14/2/2015)
kY —— Final (19/11/2015)
\ -—- EFM
& ~=- KM-01
-1\ -—- RMWH-04

100 150
Distance from initial shoreline (m)

50 250

Profile 2

- Initial (14/2/2015)
—— Final (19/11/2015)
--- EFM
=== KM-01
-—- RMWH-04

100 150
Distance from initial shoreline (m)

250

Figure 6.9. Measured and simulated bed elevation at Profile 1 (top) and Profile 2 (bottom) by

implementing the EFM, KM-01 and RMWH-04 wave input reduction methods.
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Figure 6.10. Measured and simulated bed elevation at Profile 3 (top) and Profile 4 (bottom) by
implementing the EFM, KM-01 and RMWH-04 wave input reduction methods.

For Profile 1, large discrepancies are observed between the final measured bed level
of 19/11/2015 and the computed one from each of the EFM, KM-01 and RMWH-04
methods. At this Profile a large volume of sand was accumulated at the shoreface, with
the largest observed relative bed level change between the two measurement dates
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being 1.68 m. Out of the three examined wave IR methods, no clear distinction can be
made on the best performing one visually, since the obtained patterns are similar for all
three. It is noteworthy that at shallow depths < 0.5 m the EFM and RMWH-04 methods
give almost identical results. It should be noted that this Profile is located the furthest
from the boreholes that measurements of sediment characteristics were available, which
can in part explain the deviations between the coastal area model and measurements.

Observing Profile 2, the computed bed levels of RMWH-04 and EFM are similar, with
the KM-01 method deviating the most from the final measurements. In particular, RMWH-
04 seems to be the best performing one, predicting largest accretion volumes between
25 and 50 m offshore the initial shoreline position and once again between 130-142 m.

In Profile 3, all three examined methods capture the correct order of magnitude of bed
level changes between 20-40 m from the initial shoreline position, with the RMWH-04
and KM-01 method giving almost identical predictions with the measured values at the
distances between 22-32 m. All three methods are unable to reproduce the bar formation
which is present at distances between 130-250 m from the initial shoreline position. This
implies coastal processes at relatively large depths, which can be attributed to long-
waves with wider surf-zones, which cannot be reproduced with the wave representative
inputs, since no significant swell signal was present in the wave records obtained from
the Copernicus Service database for the given time period.

Finally, in Profile 4, at the end of the 9 month period, the coastal profile takes a bilinear
form, with two distinct bed slopes forming and separated at bed level of about -2.6 m due
to the significant accumulation of sand in the shoreface. The RMWH-04 method seems
to perform better at this section, capturing the order of magnitude of the observed bed
level changes in a more satisfying manner. Once again, when the depth is higher than
2.5 m no significant bed level changes relative to the initial bathymetry are observed to
the coastal area model prediction, whereas that is not the case in the measured profile.

In general, all coastal profiles exhibit increased accretion volumes throughout the
upper and lower shoreface. Since an equilibrium of erosion accretion is not identified in
the coastal profile, this implies that sand is transported longshore from the east to the
west, which verifies the observed erosion at the easternmost area (Karambas, 2010).

To ultimately assess the performance of the morphological model forced with the
three examined wave IR methods, the computed BSS values are computed for the four
coastal Profiles and shown in Table 6.4. It is noted that within the brackets, the
classification scores of each simulation according to Sutherland et al., 2004a, is also
shown, with E, G, R/F, P, B denoting Excellent, Good, Reasonable/Fair, Poor and Bad
model performance respectively.
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Table 6.4
Calculated BSS values and classification score at each coastal Profile for the EFM, KM-01 and
RMWH-04 wave IR methods. Bold fonts denote the best performing method in each Profile.

EFM KM-01 RMWH-04
Profile 1 025(G) |0.29(G) |0.28(G)
Profile 2 0.54 (E) | 0.19 (R/F) | 0.69 (E)
Profile 3 0.23(G) |0.2(RFF) |0.22(G)
Profile 4 0.66 (E) |042(G) |0.68 (E)

Overall, the best performing method is the RMWH-04, achieving the highest BSS values
at two (Profile 2 and Profile 4) of the four coastal Profiles, with the respective simulations
classified as “Excellent”. The EFM closely follows with an “Excellent” performance the
abovementioned Profiles, albeit with smaller BSS values. The KM-01 seems to
consistently perform worse, with performance ranging from “Reasonable/Fair” to “Good”,
although it achieved the highest BSS value at Profile 1.

From the comparative analysis of the three wave IR examined in this Chapter, it is
deduced that all three can be applied in coastal areas and produce acceptable results
for the monthly to annual prediction of bed level changes. Given the overall very
satisfactory performance and also considering its ease of implementation, it is proposed
that the method RMWH-04 with 12 representative conditions be applied in coastal
areas when desiring to obtain reliable predictions of the coastal bed evolution,
predominantly induced by waves and currents.

6.3. Discussion

Despite the overall satisfactory performance of the examined wave IR methods,
compared to real field measurements, a large number of uncertainties are present in the
analysis of this Chapter, concerning mostly the conduction the availability of the
measurements and data. Consequently, the most important uncertainties associated
with the conducted analysis are hereafter denoted.

As has been previously mentioned, in the four examined Profile sections significant
accretion was observed at the shoreface between February and November of 2015. It is
noteworthy that for most cross-sections, a positive balance of sediment volume was
observed (predominantly in Profile 1), which signifies the presence of external sediment
sources, supplying nearshore area with large quantities of sediment. As stated in
Velegrakis et al., 2008, the construction of the Chalandra dam in 1999 significantly
altered the sediment balance in the coastal zone, withholding on average up to 52%-55
of the total sediment yield of the catchment area upstream, however the measurements
suggest that close to the last measuring date (19/11/2015), and possibly to avoid
overflow, the spillway of the dam could have opened and thus provided an external
source of sediment in the coastal area.

In the same vein, no intermediate bed level measurements were conducted between
the two examined dates. Carrying out bed level measurements at intermediate dates
would further aid in understanding the underlying processes driving coastal bed evolution
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and help eliminate the possibility that the last measurement could be a snapshot of the
impact of recent storm events in the study area. Although the presence of storm events
close to the measuring date cannot be excluded, the general model and measured
patterns suggest that for the particular timespan the two measured bathymetries
represent the impact of the sea-states between February and November of 2015.
Additionally, the momentary sea-level elevation in the shoreline due to storm surge and
astronomical tide at the measuring dates can inadvertently influence the measurements
of the bathymetry and topography especially altering the exact shoreline position.

Due to the absence of wave and current measurements, the thorough calibration of
the wave and hydrodynamic modules of the coastal area model was not feasible. Of
particular importance is the absence of wave measurements offshore the study area.
This resulted in utilization of the Copernicus database for the acquirement of hourly wave
characteristics from hindcast simulations for the desirable 9-month time period. Although
the Copernicus database is one of the most esteemed and thoroughly validated
databases, the absence of information on the exact wave climate at the study area,
obtained by measurements, introduces a level of uncertainty on the prediction of the bed
level changes induced predominantly by the effect of the waves. Specifically, the
measured morphological patters at the examined Profiles (especially in Profiles 1 and
3), imply the presence of swell systems affecting the study area, which might be
responsible for the formation of bars at depths > 3 m. Due to the absence of swell signal
in the obtained dataset of offshore sea-state wave characteristics, the coastal area model
cannot reproduce the observed changes, and ultimately, despite the very good model
performance in the shallower areas, the calculated BSS values are lower than expected.
Some of the errors in the calculations can be attributed to the selection of the
“Morphostatic” simulation approach, which does not take into account the constant
feedback between waves, hydrodynamics and morphodynamics. It should be noted
however, that a “Morphodynamic” simulation approach with a Morfac value of 1, which
is the more accurate approach, would be prohibitive for this field case-study in terms of
required computational time & resources.

Finally, the MIKE21 model is based on a spectral wave driver and fails to reproduce
the formation of the upper shoreface and hence cannot simulate the hydrodynamic and
moprhodynamic processes in the swash zone. The selection of an appropriate phase
resolving model (e.g. Afentoulis et al., 2022; Chondros et al., 2021; Karambas and
Samaras, 2017) which can simulate the morphodynamic evolution in the swash zone,
could further improve the morphological model results, although it would inadvertently
increase the required level of computational effort.

Summairily, the following factors introduce uncertainties in the analysis of comparing
the morphological model results with real-field measurements of bed elevation:

» The presence of possible external sediment sources, supplying the nearshore
with large volumes of sediment combined with lack of information on the
operation of the “Chalandra” dam at the examined time period.
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> Absence of intermediate bed level measurements, to ensure that the model
evaluation is not skewed by the possible occurrence of storm events near the
measuring dates.

» Absence of measurements of wave-induced current nearshore and wave
charactristics offshore the study area to calibrate the hydrodynamic and wave
model.

> Due to the absence of wave measurements, hindcast data from
oceanographic databases were utilized to obtain the initial forcing dataset of
the coastal area model, which affects the undertaken analysis and evaluation.

» Utilization of a linear model, which is not capable of simulating hydro-
morphodynamic processes in the swash zone and thus not able to adequately
reproduce the observed bed level changes in the upper shoreface.

Despite the above factors, that induce varying levels of uncertainty in the analysis and
model performance evaluation, the performance of the examined IR methods is
considered satisfactory and overall, the general morphological patters in the study area
were reproduced by the numerical model. Consequently, for practical applications,
where detailed wave, hydrodynamic and bed level measurements are not readily
available, wave IR methods can be safely applied to significantly reduce the
computational effort required by coastal area model simulations and produce reliable
predictions of the coastal bed evolution in the medium term.
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Conclusions

7.1. Summary and Concluding remarks

Due to the sheer amount of available offshore sea-state characteristics and the taxing
levels of the required computational resources, wave Input Reduction methods are an
indispensable tool for coastal engineers and scientists, desiring to obtain reliable
prediction of the coastal bed evolution at an annual scale, while simultaneously reducing
the required computational effort.

Several Input Reduction methods have been encountered and used in practice, the
large majority of which are based on the notion that longshore sediment transport is the
main parameter driving the coastal bed evolution at an annual scale. According to the
literature review in Section 2.3, the following main branches (each containing several
Input Reduction methods) were distinguished:

o Binning methods

o  Clustering Algorithms

o Representative Morphological Wave Height selection methods
A clear distinction was also made on the way the wave, flow and sediment transport
models, composing a coastal area model, are coupled. When said models are directly
coupled with the bathymetry updating undertaken at each morphological time step, the
approach is called “Morphodynamic”, whereas when each representative simulation is
initialized from the same bathymetry, with no direct feedback between waves-
hydrodynamics and morphology, the approach followed is called “Morphostatic”. Each
approach has different implications on the results and the computational efficiency of the
wave Input Reduction methods selected. The present thesis focused on expanding and
proposing enhancements to all three branches of wave Input Reduction achieving to both
(a) accelerate morphological modelling and (b) improve model results. Furthermore,
through the thorough intercomparison of the several alternative wave Input Reduction
methods, practical guidelines and initial recommendations were given on the optimal
method of each branch. Importantly, the best performing methods are validated against
available field measurements of bed elevation.

In the context of this thesis, a novel approach to the classical Binning Input Reduction
methods was presented, based on the elimination of sea-states considered unable to
initiate sediment motion. Based on this notion, two binning Input Reduction methods
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were developed and tested, the Pick-up rate method and Threshold Current method.
Both methods were tested in the coastal area of the port of Rethymno, Greece and
simulations were performed with the MIKE21 CM FM coastal area model. Evaluation of
the model results was undertaken by calculating the Brier Skill Score (BSS) metric
(Sutherland et al., 2004a), often utilized in morphological modelling evaluation.

Overall, the main conclusions drawn from the analysis carried out for the binning Input
Reduction methods can be summarised as follows:

e The Pick-up rate method led to the elimination of 57.2% of the wave records
of the annual dataset of offshore sea-state characteristics and ultimately
leading to the same percentage of model run-time reduction, compared to
the Brute force simulation containing the full timeseries. A BSS value of 0.74
was achieved classifying the simulation as “Excellent” with regards to the
BSS classification.

e The Threshold Current method exhibited a similar performance with the
model run-time reduction achieving about 62 % albeit with a minor penalty in
the obtained BSS, which was 0.72.

e The best performing method with regards to the morphological response
compared to a Brute force simulation containing the full set of conditions was
the Energy Flux method, with a BSS of 0.85. However, the model run-time
reduction achieved following the “Morphodynamic” approach was only 11 %.

e When performing simulations through the “Moprhodynamic” approach
implementing a form of filtering and elimination of lowly energetic sea-states
can significantly reduce the required computational effort with a small
compromise on the accuracy of the results. It is important to note, that in
order to counterbalance the reduction of the model run time, the frequencies
of occurrence of each representative, should have the same sum as the full
dataset and therefore should be rescaled accordingly.

Thereafter the K-Means clustering algorithm, which has been utilized in a plethora of
ocean and coastal engineering applications was thoroughly evaluated as a viable
alternative to the classical binning Input Reduction methods for the prediction of annual
morphological bed evolution by selecting a predefined number of representative sea-
states. To overcome the unsupervised nature of the algorithm, 5 alternative
configurations to the default implementation of the K-Means algorithm were examined,
and the six tests in total can be vaguely divided in the following categories: (a) a default
case of the algorithm with minimal user intervention (test KM-01), (b) two cases
concerting binning input reduction methods with clustering techniques (test KM-02 and
KM-05), (c) utilization of weights in the clustering analysis (test KM-03), (d) alteration of
clustering input variables (test KM-04 and KM-06) and (e) two cases concerning the
application of initial filtration of sea-states unable to induce substantial morphological
changes and thus reducing the contribution of less energetic sea-states (test KM-05 and
test KM-06). The six distinct tests were implemented in the study area of Rethymno port
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and model evaluation was carried out by comparing the obtained BSS values in the
sandy coastline adjacent to the port infrastructure.

The main conclusions drawn from the intercomparison of the alternative K-Means
clustering configurations are the following:

e Allthe tests (KM-01 through KM-06) are classified as “Excellent” with respect
to the BSS classification. Each enhancement to the default test KM-01
marginally improves the calculated scores validating the performance
increase by introducing quantities responsible for the longshore sediment
transport in the algorithm’s iterative procedure.

e The tests were intercompared by performing simulations through the
“Morphodynamic” approach and simulations times were reduced by 25-30%
compared to the brute force simulation, since no filtration of the initial dataset
was performed for these tests.

e For the study area in question, the KM-clustering algorithm performs slightly
worse than the binning Input Reduction methods examined in Chapter 3.
Additionally, most tests are inherently complex and require either the initial
determination of representative conditions through binning Input Reduction
methods and the utilization of an additional complementary PMS wave model
developed in the framework of this thesis.

e However, in direct relation to the above, the default implementation of the K-
Means algorithm showcased an “Excellent” performance requiring minimal
user input and interference, hence it is recommended for application when
desiring to obtain a fast yet adequately accurate prediction of the annual
morphological bed evolution.

In the next step, performance evaluation and possible enhancements of the third branch
of wave input reduction methods, entitled the Representative Morphological Wave Height
selection methods, was carried out. These methods share similar principles with binning
Input Reduction, in that they use proxy quantities to divide the tri-variate wave climate in
bins, albeit the directional bins are equidistant. In total 4 alternative configurations were
examined centered around the following: (a) test RMWH-01 which is the default method
presented by Chonwattana et al., 2005, (b) test RMWH-02 which proposed a further
subdivision in the wave heights in each directional bin, (c) test RMWH-03 where
“transition” zones where longshore and cross-shore sediment transport interchangeably
dominate the morphological evolution are defined and the corresponding driving proxy
quantities are different on each zone and (d) a test incorporating a trained Artificial Neural
Network (ANN) which eliminates sea-states that are unable to initiate sediment motion.
The four distinct tests were implemented once again in the coastal area of Rethymno,
Greece, and simulations were carried out with the MIKE21 CM FM model in a
“Morphostatic” setting. Results for each test were compared to a Brute force simulation
containing a detailed wave climate of 68 sea-states which acted as a benchmark.

The main conclusions drawn from the evaluation of the RMWH selection method of
Chonwattana et al., 2005 are the following:
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e The “Morphostatic” approach is significantly faster than the “Morphodynamic”
simulation due to the sheer reduction of sea-states that need to be simulated.
For the particular case study and coastal area model applied, simulation
times were reduced by about 400-450% with respect to the corresponding
ones required for the Brute force simulation.

e  The defaultimplementation of the RMWH approach (test RMWH-01) showed
the worse performance compared to the other tests with a BSS value of 0.24,
classifying the simulation results as “Good”, albeit at the lower boundary of
the range of values presented in Sutherland et al., 2004.

e The further subdivision in two wave height bins for each directional bin (test
RMWH-02) is relatively simple but proved effective and significantly
improved model results, classifying the simulation as “Excellent”.

o Test RMWH-03 further led to a performance increase by achieving larger
BSS values. However, this method is rather complex in implementation and
for complex geomorphological features (highly irregular bathymetries and
curved coastlines) the definition of the transition zones can vary significantly
for each coastline segment.

o Test RMWH-04 showcased the best performance and since it incorporates
an ANN requires minimal computational resources. The exemplary
performance of said test, verifies that for both “Morphostatic” and
“Morphodynamic” settings the elimination of lowly energetic sea-states can
lead to improved model results with a simultaneous reduction of
computational burden.

Ultimately, based on the obtained BSS values and also considering the computational
efficiency of all the alternative input reduction methods examined in this thesis, one
method was selected as the optimal for each branch of wave Input Reduction when
executing the simulations through the “Morphostatic” approach. The Energy flux method
was selected as the best binning method since it achieved the highest observed BSS,
the default implementation of the K-Means clustering algorithm (KM-01) was selected
out of the clustering branch since it achieved a good balance of good model performance
and computational efficiency and test RMWH-04, which combined numerical modelling
with the use of an ANN, was chosen since it achieved the best BSS values and was less
demanding computationally due to the developed ANN. The three selected methods
were then implemented and intercompared for the coastal waterfront of the Eressos
beach in Lesvos Island, Greece, using as benchmark available bed elevation
measurements at the area for 4 profile cross sections, extending up to the depth of
closure of the particular study area. In total about 9 months of wave action were
simulated using the MIKE21 CM FM coastal area model and the corresponding
simulations were carried out utilizing the “Morphostatic” approach.

Overall, the main conclusions drawn from the comparison of the selected three wave
input reduction methods with real-field measurements are the following:
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e Given the complexity of calibrating the coastal area models for morphological
bed level prediction all three methods perform in a satisfying manner
achieving BSS values ranging from “Good” to “Excellent” for most cross
sections.

e The best performing method was found out to be the RMWH-04 which
combined the utilization of an ANN tasked with the elimination of sea-states
that are unable to initiate sediment motion, followed by the Energy flux
binning method. In general, all three of the methods capture the correct
morphological patterns (i.e. the adequately predict the accretion at the larger
part of the profile), validating the use of all three input reduction methods to
predict the morphological bed evolution at an annual scale.

e The model results with all three methods consistently predict erosion at the
upper shoreface which is inconsistent with the measurements which
showcase accumulation of sediment at the shoreface. This discrepancy is
attributed mainly to the phase-averaged wave model used as a driver which
neglects the hydrodynamic and sediment transport processes in the swash
zone that are vital in shaping the upper shoreface and the possibility of
external supply of sediment for the particular dates from the “Chalandra”
stream which outflows inside the study area. It should also be noted that this
discrepancy can situationally be significantly punishing for the BSS
assessment.

o Discrepancies between measurements and model results can be attributed
to a wide array of factors, such as the lack of wave and current
measurements to estimate the appropriate orders of magnitude, the possible
influx of sediment from the external sources and the lack of wave
measurements from wave buoys at the offshore boundary of the
computational domain. This led to the utilization of hindcast wave prediction
from the Copernicus Marine Service database which may be associated with
inaccuracies compared to the real wave climate transferring these levels of
inaccuracies to the numerical model simulations.

Overall, the results of this dissertation are primarily useful for coastal engineers and
scientists desiring to obtain reliable and accurate predictions of coastal bed evolution at
an annual scale and significantly reduce the excessive computational burden. Several
wave input reduction methods were tested and compared to both a benchmark detailed
Brute force simulations and available field measurements. In total, 10 new wave Input
Reduction methods were conceptualized and tested, each associated with advantages,
disadvantages and limitations. Considering the different tested methods and the
subsequent analysis, it is concluded that filtration of sea-states that are unable to initiate
sediment motion consistently led to either an outright improvement of the obtained
results or to a significant model run-time reduction albeit with a small penalty in model
performance. From the intercomparison of the methods with the benchmark Brute force
simulations and available field measurements conducted in the framework of this thesis,
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it is concluded that the optimal Input Reduction method is RMWH-04. Said method
achieved both the best performance and was deemed extremely computationally
efficient since it incorporates a trained ANN tasked with the elimination of lowly energetic

sea-states.

7.2 Suggestions for future research

The investigation on the efficiency and capability of the wave input reduction methods
for the prediction of the annual coastal bed level evolution can be further expanded and
investigated. Some suggestions for future research are summarized below:

©)

Implementation of the wave IR methods developed and examined in the
present research in more coastal area configurations to examine if their
performance is consistent.

For simulations conducted through the “Morphodynamic” approach, more
investigation of the effect of wave chronology can be undertaken. To this end,
wave input reduction methods can be realised that retain a form of sequencing
(de Queiroz et al., 2019). Additionally, the effect of the morphological
acceleration factor (Morfac) and how it affects the performance of wave
schematization methods can be further examined. Of particular importance
would be to define critical values of the Morfac, depending on the offshore
wave characteristics and the geomorphological properties of the coast (e.g.
sediment properties, bed slope).

An interesting topic would be to investigate another parameter that could
possibly affect the performance of wave schematization methods, related to
the “intensity” of the wave climate. For instance, it would be noteworthy to
investigate whether the performance of wave IR methods, especially those
introducing filtering of lowly energetic sea-states (Pick-up rate method,
Threshold current method, RMWH-04) are significantly affected by the
intensity and frequency of storm events on the dataset of offshore sea-state
wave characteristics.
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Appendix

D et

In the present thesis several numerical codes have been developed in the Fortran and
python programming languages. The following Table A.1 presents the majority of these
codes.

Table A.1
Developed numerical codes/scrips
No Name Description
, Subroutine to generate wave components for a
1 spejon.f .
Jonswap wave spectrum in PMS-SP model
2 PR f Calculation of representative wave conditions
' with the Pick-up Rate Input Reduction method
3 EE f Calculation of representative wave conditions
' with the Energy Flux Input Reduction method
Calculation of representative wave conditions
4 KM-01.py . ,
with the KM-01 Input Reduction method
Calculation of representative wave conditions
5 KM-02.py . ,
with the KM-02 Input Reduction method
Calculation of representative wave conditions
6 KM-03.py . :
with the KM-03 Input Reduction method
Calculation of representative wave conditions
7 KM-04.py . .
with the KM-04 Input Reduction method
Calculation of representative wave conditions
8 KM-05.py . P :
with the KM-05 Input Reduction method
Calculation of representative wave conditions
9 KM-06.py . P ,
with the KM-06 Input Reduction method
Calculation of representative wave conditions
10 RMWH-01.f , ,
with the RMWH-01 Input Reduction method
Calculation of representative wave conditions
11 RMWH-02.f , ,
with the RMWH-02 Input Reduction method
Calculation of representative wave conditions
12 RMWH-03.f _ _
with the RMWH-03 Input Reduction method
Calculation of representative wave conditions
13 RMWH-04.f _ P _
with the RMWH-04 Input Reduction method
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